Zeros of Orthogonal Polynomials Generated by Canonical Perturbations of Measures
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Abstract

In this paper we analyze the behaviour of the zeros of polynomials orthogonal with respect to the Uvarov perturbation of a positive Borel measure \( d\mu(x) \). When the measure is semiclassical, then its electrostatic interpretation is given.
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1 Introduction and statement of the main results

This paper deals with the behavior of the zeros of the sequence of monic polynomials \( \{p_n(\lambda, c; x)\}_{n \geq 0} \) orthogonal with respect to the Uvarov perturbation \( d\mu(\lambda, c; x) = d\mu(x) + \lambda \delta(x - c) \), where \( d\mu(x) \) is a positive Borel measure supported in a finite or infinite interval \( (a, b) \), \( \delta(x - c) \) is the Dirac delta functional at \( c \), with \( c \not\in (a, b) \), and \( \lambda \) is a nonnegative real number. In other words this means that this sequence of polynomials is orthogonal with respect to the
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inner product
\[ \langle p, q \rangle_{\lambda,c} = \int_{a}^{b} p(x)q(x) d\mu(x) + \lambda p(c)q(c). \] (1)

Let \( x_{n,k}(\lambda,c) \), \( k = 1, \ldots, n \), be the zeros of \( p_n(\lambda,c;x) \). If \( \lambda \) is a nonnegative real number then \( d\mu(\lambda,c;x) \) is a positive measure, and, as a consequence, the zeros of \( p_n(\lambda,c;x) \) are real, simple, and lie in \((c,b)\) (resp. in \((a,c)\)) if \( c \leq a \) (resp. if \( c \geq b \)), that is,
\[ \min\{a,c\} < x_{n,1}(\lambda,c) < \cdots < x_{n,n}(\lambda,c) < \max\{b,c\}. \]

In particular, if \( \lambda = 0 \) we denote by \( x_{n,k} := x_{n,k}(0,c) \) the zeros of \( p_n(x) := p_n(0,c;x) \), the sequence of monic polynomials orthogonal with respect to the measure \( d\mu(x) \).

Now, some natural questions arise: Are there values of the parameter \( \lambda \) for which the zeros of \( p_n(\lambda,c;x) \) interlace with the zeros of \( p_n(x) \)? Are the zeros \( x_{n,k}(\lambda,c) \) monotonic functions with respect to the parameter \( \lambda \)? Do the zeros \( x_{n,k}(\lambda,c) \) converge when \( \lambda \) goes to infinity? If so, what the speed of convergence is?.

One of our main contributions regards the questions posed above. We provide an interlacing property as well as the monotonicity and asymptotic behaviour of the zeros of the polynomial \( p_n(\lambda,c;x) \) with respect to \( \lambda \).

**Theorem 1** Let \( \lambda > 0 \) and \( z_{n,1}(c), \ldots, z_{n,n}(c) \) be the zeros of the polynomial \( r_n(c;x) \) defined below.

(i) If \( c \leq a \), then
\[ c < x_{n,1}(\lambda,c) < x_{n,1} < z_{n-1,1}(c) < x_{n,2}(\lambda,c) < x_{n,2} < \cdots \]
\[ \cdots < z_{n-1,n-1}(c) < x_{n,n}(\lambda,c) < x_{n,n}. \]
Moreover, each \( x_{n,k}(\lambda,c) \) is a decreasing function of \( \lambda \) and, for each \( k = 1, \ldots, n-1 \),
\[ \lim_{\lambda \to \infty} x_{n,1}(\lambda,c) = c, \quad \lim_{\lambda \to \infty} x_{n,k+1}(\lambda,c) = z_{n-1,k}(c), \]
as well as
\[ \lim_{\lambda \to \infty} \lambda[x_{n,1}(\lambda,c) - c] = \frac{-p_n(c)}{K_{n-1}(c,c)r_{n-1}(c;c)}, \]
\[ \lim_{\lambda \to \infty} \lambda[x_{n,k+1}(\lambda) - z_{n-1,k}(c)] = \frac{-p_n(z_{n-1,k}(c))}{K_{n-1}(c,c)(z_{n-1,k}(c) - c)[r_{n-1}(c;x)]'_{x=z_{n-1,k}(c)}}. \] (2)
(ii) If \( c \geq b \), then

\[
x_{n,1} < x_{n,1}(\lambda, c) < z_{n-1,1}(c) < \cdots
\]

\[
\cdots < x_{n,n-1} < x_{n,n-1}(\lambda, c) < z_{n-1,n-1}(c) < x_{n,n} < x_{n,n}(\lambda, c) < c.
\]

Moreover, each \( x_{n,k}(\lambda, c) \) is an increasing function of \( \lambda \) and, for each \( k = 1, \ldots, n-1 \),

\[
\lim_{\lambda \to \infty} x_{n,n}(\lambda, c) = c, \quad \lim_{\lambda \to \infty} x_{n,k}(\lambda, c) = z_{n-1,k}(c),
\]

and

\[
\lim_{\lambda \to \infty} \lambda[(c - x_{n,n}(\lambda, c)] = \frac{p_n(c)}{K_{n-1}(c,c)r_{n-1}(c,c)},
\]

\[
\lim_{\lambda \to \infty} \lambda[z_{n-1,k}(c) - x_{n,k}(\lambda, c)] = \frac{p_n(z_{n-1,k}(c))}{K_{n-1}(c,c)(z_{n-1,k}(c) - c)[r_{n-1}(c,x)]'_{x=z_{n-1,k}(c)}}.
\]

Note that the mass point \( c \) attracts one zero of \( p_n(\lambda, c; x) \), that is, when \( \lambda \) goes to infinity, it captures either the smallest or the largest zero, according to the location of the point \( c \) with respect to the interval \((a, b)\). In addition, when either \( c < a \) or \( c > b \), at most one of the zeros of \( p_n(\lambda, c; x) \) is located outside \((a, b)\).

We point out that Theorem 1 is general in two aspects and uses new approaches to the analyses of zeros: \( d\mu(x) \) is any positive Borel measure and \( c \) is any value outside \((a, b)\).

Some particular cases of these polynomials appear in the seminal papers by H. L. Krall [25] and A. M. Krall [24] devoted to the spectral analysis of fourth order linear differential operators with polynomial coefficients. T. H. Koornwinder [23] analyzed a general situation for Jacobi weights when two masses are added at the end points of the interval \([-1,1]\). Later on, in [15], Krall-Hermite and Krall-Bessel polynomials are studied in the framework of Darboux transformations.

In [22] analytic properties of orthogonal polynomials with respect to a perturbation of the Laguerre weight when a mass is added at \( x = 0 \) are considered. In [29], the holonomic equation for such perturbations when the mass point is located in the negative real semi-axis is deduced. In the framework of the spectral theory of higher order linear differential operators, in [20] and [21] the authors obtain infinite order differential operators such that the Krall-Laguerre and Krall-Jacobi are their eigenfunctions, respectively. In particular, for some choices of the parameters of Laguerre and Jacobi weights they prove that the differential operator has a finite order.
On the other hand, in [26] the authors deduced the invariance of the semiclassical character of semiclassical linear functionals under Uvarov transformations independently of the location of the mass point.

All the above questions concerning the behaviour of the zeros of the polynomials $p_n(\lambda, c; x)$ were answered for two important and particular cases in [6] and [7]. The authors considered the cases when $d\mu(x) = x^\alpha e^{-x}dx$ with $(a, b) = (0, \infty)$ and $c = 0$, and $d\mu(x) = (1-x)^\alpha(1+x)^\beta dx$ with $(a, b) = (-1, 1)$ and $c = 1$, respectively.

We also provide the second order linear differential equation that the polynomial $p_n(\lambda, c; x)$ satisfies when the measure $d\mu(x)$ in (1) is semiclassical (for definition of a semiclassical measure see [30]). This is the main tool for the electrostatic interpretation of zeros.

**Theorem 2** The monic orthogonal polynomial sequence $\{p_n(\lambda, c; x)\}_{n \geq 0}$ satisfies the holonomic equation (second order linear differential equation)

$$A(x; n)(p_n(\lambda, c; x))'' + B(x; n)(p_n(\lambda, c; x))' + C(x; n)p_n(\lambda, c; x) = 0,$$

where

- $A(x; n) = \frac{c_n [\phi(x)]^2}{\tilde{B}(x, n) - c_n \tilde{A}(x, n)}$,
- $B(x; n) = \frac{\phi(x) \left[ B(x, n) - \tilde{B}(x, n) + c_n (\phi'(x) - A(x, n)) \right]}{B(x, n) - c_n \tilde{A}(x, n)}$,
- $C(x; n) = \frac{A(x, n) \tilde{B}(x, n) - B(x, n) \tilde{A}(x, n)}{B(x, n) - c_n \tilde{A}(x, n)} - \phi(x) D \left( \frac{\tilde{B}(x, n)}{B(x, n) - c_n \tilde{A}(x, n)} \right)$.

In order to justify our approach, we must point out that the behavior of the zeros of orthogonal polynomials has been extensively studied because of their applications in many areas of physics and engineering. First, the zeros of orthogonal polynomials are the nodes of the Gaussian quadrature rules and also play an important role in some of their extensions like Gauss-Radau, Gauss-Lobatto, and Gauss-Kronrod rules, among others (see [5], [12], [32]). Second, the zeros of classical orthogonal polynomials are the electrostatic equilibrium points of positive unit charges interacting according to a logarithmic potential under the action of an external field, see Stieltjes’ papers [36], [37], [38] and [39], Szegö’s book [40, Section 6.7], and some recent works like D. K. Dimitrov and W. Van Assche [8], A. Grunbaum [13] and [14], M. E. H. Ismail [4].
and F. Marcellán, A. Martínez-Finkelshtein and P. Martínez-González among others. Third, in a more general framework, the counting measure of zeros weakly converges to the equilibrium measure associated with a logarithmic potential (see [3]) . Fourth, zeros of orthogonal polynomials are used in collocation methods for boundary value problems of second order linear differential operators (see [2]). Fifth, global properties of zeros of orthogonal polynomials can be analyzed when they satisfy second order differential equations with polynomial coefficients using the WKB method (see [1]). Finally, zeros of orthogonal polynomials are eigenvalues of Jacobi matrices and its role in Numerical Linear Algebra is very well known.

The structure of the manuscript is as follows. In Section 2 we prove Theorem 1. It follows from the Christoffel formula, from connections formula for the perturbed polynomials in terms of the initial ones and from a lemma concerning the behavior of the zeros of a linear combination of two polynomials. In addition, we obtain new connection formulas for orthogonal polynomials obtained from Uvarov and Christoffel transformations and some results about their zeros. In section 3, we check these results for the Jacobi-type and Laguerre-type orthogonal polynomials introduced by T. H. Koornwinder [23]. In Section 4 we obtain the holonomic equations that the polynomials $p_n(\lambda, c; x)$ satisfy using an alternative approach to the standard ones. We focus our attention on the electrostatic interpretation of the zeros as equilibrium points in a logarithmic potential interaction of positive unit charges under the presence of an external field. We analyze such an equilibrium problem when the mass point is located either on the boundary or in the exterior of the support of the measure, respectively, for the Laguerre and Jacobi weights transformations.

2 Proof of Theorem 1

In this section, we prove Theorem 1 and present some new results.

**Proof of Theorem 1:** Let $y_{n,k}(c)$ be the zeros of the monic polynomials $q_n(c; x)$ orthogonal with respect to the perturbed measure

$$d\mu_1(c; x) = |x - c|d\mu(x),$$

where $c \not\in (a, b)$. This perturbation is the so-called Christoffel perturbation (see [12] and [13]). It is well known that $q_n(c; x)$ is the monic kernel polynomial which can be represented as (see [5] (7.3))

$$q_n(c; x) = \frac{1}{x - c} \left[ p_{n+1}(x) - \frac{p_{n+1}(c)}{p_n(c)} p_n(x) \right] = \frac{\|p_n\|_\mu^2}{p_n(c)} K_n(c, x), \quad (4)$$
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where $K_n(c, x)$ is the $n$-th kernel polynomial defined by

$$K_n(c, x) = \sum_{j=0}^{n} \frac{p_j(c)p_j(x)}{\|p_j\|_\mu^2}. \quad (5)$$

In Chihara’s book [2, Theorem 7.2] we found the following interlacing property involving the zeros of $q_n(c; x)$, $p_{n+1}(x)$ and $p_n(x)$:

- If $c \leq a$, then
  $$x_{n+1,1} < x_{n,1} < y_{n,1}(c) < x_{n+2,1} < \cdots < x_{n,n} < y_{n,n}(c) < x_{n+1,n+1};$$
- If $c \geq b$, then
  $$x_{n+1,1} < y_{n,1}(c) < x_{n,1} < \cdots < x_{n+1,n} < y_{n,n}(c) < x_{n,n} < x_{n+1,n+1}.$$

We introduce the monic polynomials $r_n(c; x)$ orthogonal with respect to the measure

$$d\mu_2(c; x) = |x - c|d\mu_1(c; x) = (x - c)^2d\mu(x).$$

Using (4) we deduce that

$$r_n(c; x) = \frac{1}{x - c} \left[ q_{n+1}(c; x) - \frac{q_{n+1}(c; c)}{q_n(c; c)}q_n(c; x) \right]$$

$$= \frac{1}{(x - c)^2} \left[ p_{n+2}(x) - d_np_{n+1}(x) + e_np_n(x) \right], \quad (6)$$

where

$$d_n = \frac{p_{n+2}(c)}{p_{n+1}(c)} + \frac{q_{n+1}(c; c)}{q_n(c; c)} = \frac{p_{n+2}(c) + p_n(c)}{p_{n+1}(c)}e_n,$$

$$e_n = \frac{q_{n+1}(c; c)}{q_n(c; c)} \frac{p_{n+1}(c)}{p_n(c)} = \frac{\|p_{n+1}\|_\mu^2 K_{n+1}(c, c)}{\|p_n\|_\mu^2 K_n(c, c)} > 0.$$

Notice that $r_n(c; c) \neq 0$. If we denote by $z_{n,k}(c)$ the zeros of $r_n(c; x)$, then using the three term recurrence relation

$$p_{n+1}(x) = (x - \beta_n)p_n(x) - \gamma_n p_{n-1}(x),$$

where

$$\beta_n = \frac{\langle xp_n, p_n \rangle_\mu}{\|p_n\|_\mu^2}, \quad n \geq 0, \quad \text{and} \quad \gamma_n = \frac{\|p_n\|_\mu^2}{\|p_{n-1}\|_\mu^2} > 0, \quad n \geq 1,$$

in (6) we obtain

$$r_n(c; x) = \frac{1}{(x - c)^2} \left[ (x - \beta_{n+1} - d_n)p_{n+1}(x) + (e_n - \gamma_{n+1})p_n(x) \right]. \quad (7)$$
On the other hand,

\[ e_n - \gamma_{n+1} = \frac{\|p_{n+1}\|_2^2}{\|p_n\|_2^2} \left( \frac{K_{n+1}(c, c)}{K_n(c, c)} - 1 \right) > 0. \]  

(8)

Thus, evaluating \( r_n(c; x) \) at the zeros \( x_{n+1,k} \), from (7) and (8),

\[ \text{Sign} \left[ r_n(c; x_{n+1,k}) \right] = \text{Sign} \left[ p_n(x_{n+1,k}) \right], \ k = 1, \ldots, n + 1. \]

Since the zeros of \( p_{n+1}(x) \) and \( p_n(x) \) interlace, we conclude that

**Theorem 3** The inequalities

\[ x_{n+1,1} < z_{n,1}(c) < x_{n+1,2} < z_{n,2}(c) < \cdots < x_{n+1,n} < z_{n,n}(c) < x_{n+1,n+1} \]  

(9)

hold for every \( n \in \mathbb{N} \).

In [1, (8)] (see also [41]) the authors show that

\[ p_n(\lambda, c; x) = p_n(x) - \frac{\lambda p_n(c)}{1 + \lambda K_{n-1}(c, c)} K_{n-1}(c, x). \]  

(10)

In [46] another connection formula was obtained. Using the similar idea as in Proposition 4 in [16] we obtain

**Theorem 4** (Connection Formula) The polynomials \( \hat{p}_n(\lambda, c; x) \), with the normalization \( \hat{p}_n(\lambda, c; x) = k_n p_n(\lambda, c; x) \), can be represented as

\[ \hat{p}_n(\lambda, c; x) = p_n(x) + \lambda K_{n-1}(c, c)(x - c)r_{n-1}(c; x), \]  

(11)

where \( k_n = 1 + \lambda K_{n-1}(c, c) \).

Using the interlacing property (9) and the connection formula (11), we get

\[ \text{Sign} \left[ \hat{p}_n(\lambda, c; x_{n,k}) \right] = \text{Sign} \left[ \lambda(x_{n,k} - c)r_{n-1}(c; x) \right], \ k = 1, \ldots, n, \]

and

\[ \text{Sign} \left[ \hat{p}_n(\lambda, c; z_{n-1,k}(c)) \right] = \text{Sign} \left[ p_n(z_{n-1,k}(c)) \right], \ k = 1, \ldots, n - 1, \]

which yield the inequalities stated in Theorem 1. It remains to show the monotonicity, asymptotics and the speed of the convergence of the zeros \( x_{n,k}(\lambda, c) \) with respect to \( \lambda \). Indeed, it follows from the technique developed in [3, Lemma 1] and [7, Lemmas 1 and 2] (see also [33, Theorem 3.9]) concerning the zeros of a linear combination of two polynomials with interlacing zeros.

We also derive a representation for the monic polynomial \( p_n(\lambda, c; x) \) as a combination of two Christoffel polynomials it will be very useful for obtain the holonomic equation for \( p_n(\lambda, c; x) \).
Corollary 1 The monic polynomials \( p_n(\lambda, c; x) \) can be also represented as
\[
p_n(\lambda, c; x) = q_n(c; x) + c_n q_{n-1}(c; x), \tag{12}
\]
where
\[
c_n = \frac{1 + \lambda K_n(c, c)}{1 + \lambda K_{n-1}(c, c)} p_{n-1}(c) \quad \text{and} \quad \gamma_n = \frac{\|p_n\|_\mu^2}{\|p_{n-1}\|_\mu^2}. \tag{13}
\]
Using (13), we obtain
\[
p_n(x) = \frac{\|p_n\|_\mu^2}{p_n(c)} \left[K_n(c, x) - K_{n-1}(c, x)\right]. \tag{14}
\]
From (11) and (14), we have
\[
p_n(x) = q_n(c; x) - \gamma_n \frac{p_{n-1}(c)}{p_n(c)} q_{n-1}(c; x). \tag{15}
\]
Therefore, substituting (11) and (15) in (10) we get (12).

In the following we deduce the value \( \lambda_0 \) of the mass such that for \( \lambda > \lambda_0 \) one of the zeros of \( p_n(\lambda, c; x) \) is located outside \( (a, b) \).

Corollary 2 Let \( \lambda > 0 \).

(i) If \( c < a \), then the smallest zero \( x_{n,1}(\lambda, c) \) satisfies
\[
x_{n,1}(\lambda, c) > a, \quad \text{for } \lambda < \lambda_0,
\]
\[
x_{n,1}(\lambda, c) = a, \quad \text{for } \lambda = \lambda_0,
\]
\[
x_{n,1}(\lambda, c) < a, \quad \text{for } \lambda > \lambda_0,
\]
where
\[
\lambda_0 = \lambda_0(n, a, c) = \frac{-p_n(a)}{K_{n-1}(c, c)(a-c)r_{n-1}(c; a)} > 0.
\]

(ii) If \( c > b \), then the largest zero \( x_{n,n}(\lambda, c) \) satisfies
\[
x_{n,n}(\lambda, c) < b, \quad \text{for } \lambda < \lambda_0,
\]
\[
x_{n,n}(\lambda, c) = b, \quad \text{for } \lambda = \lambda_0,
\]
\[
x_{n,n}(\lambda, c) > b, \quad \text{for } \lambda > \lambda_0,
\]
where \( \lambda_0 = \lambda_0(n, b, c) \).

The proofs are a consequence of the connection formula (11).
3 Application to classical measures

3.1 Jacobi type (Jacobi-Koornwinder) orthogonal polynomials

Let \( \{p_{n}^{(\alpha,\beta)}(x)\}_{n \geq 0} \) be the monic Jacobi polynomial sequence which is orthogonal with respect to the measure \( d\mu_{\alpha,\beta}(x) = (1-x)^{\alpha}(1+x)^{\beta}dx \), \( \alpha, \beta > -1 \), supported on \((-1, 1)\). We consider the following Uvarov perturbations of \( d\mu_{\alpha,\beta}(x) \) where either \( a = -1 \) or \( a = 1 \), and \( \lambda \geq 0 \).

\[
d\mu(\lambda, -1; x) = d\mu_{\alpha,\beta}(x) + \lambda \delta(x + 1),
\]
\[
d\mu(\lambda, 1; x) = d\mu_{\alpha,\beta}(x) + \lambda \delta(x - 1).
\]

Such orthogonal polynomials were first studied by T. H. Koornwinder (see [23]), in 1984. There, he adds simultaneously two Dirac delta functions at the end points \( x = -1 \) and \( x = 1 \), that is,

\[
d\mu_{M,N}(x) = d\mu_{\alpha,\beta}(x) + M\delta(x + 1) + N\delta(x - 1).
\]

Denote by \( \{\tilde{p}_{n}^{(\alpha,\beta)}(x)\}_{n \geq 0} \) and \( \{\tilde{p}_{n}^{(\alpha,\beta)}(x)\}_{n \geq 0} \) the sequences of orthogonal polynomials with respect (16) and (17), with the normalization introduced in Theorem 2, respectively. Then, the connection formulas are

\[
\tilde{p}_{n}^{(\alpha,\beta)}(\lambda, -1; x) = p_{n}^{(\alpha,\beta)}(x) + \lambda K_{n-1}(-1, -1)(x + 1)p_{n-2}^{(\alpha,\beta+2)}(x)
\]
and

\[
\tilde{p}_{n}^{(\alpha,\beta)}(\lambda, 1; x) = p_{n}^{(\alpha,\beta)}(x) + \lambda K_{n-1}(1, 1)(x - 1)p_{n-2}^{(\alpha+2,\beta)}(x).
\]

It is straightforward to see that

\[
K_{n-1}(-1, -1) = \frac{1}{2^{\alpha+\beta+1}} \frac{\Gamma(n + \beta + 1)\Gamma(n + \alpha + \beta + 1)}{\Gamma(n)\Gamma(\beta + 1)\Gamma(\beta + 2)\Gamma(n + \alpha)}
\]
and

\[
K_{n-1}(1, 1) = \frac{1}{2^{\alpha+\beta+1}} \frac{\Gamma(n + \alpha + 1)\Gamma(n + \alpha + \beta + 1)}{\Gamma(n)\Gamma(\alpha + 1)\Gamma(\alpha + 2)\Gamma(n + \beta)}.
\]

Recently, several authors ([1], [7], [11]) have been contributed to the analysis of the behavior of the zeros of \( \tilde{p}_{n}^{(\alpha,\beta)}(\lambda, -1; x) \) and \( \tilde{p}_{n}^{(\alpha,\beta)}(\lambda, 1; x) \).

Let us denote by \( x_{n,k}(\alpha, \beta; \lambda) := x_{n,k}(\alpha, \beta; -1, \lambda) \) and \( x_{n,k}(\alpha, \beta) \), \( k = 1, \ldots, n \), the zeros of \( \tilde{p}_{n}^{(\alpha,\beta)}(\lambda, -1; x) \) and \( p_{n}^{(\alpha,\beta)}(x) \), respectively, in an increasing order. Then, applying Theorem [11] we obtain
Theorem 5 ([7])  

The inequalities
\[-1 < x_{n1}(\alpha, \beta; \lambda) < x_{n1}(\alpha, \beta) < x_{n-1,1}(\alpha, \beta + 2) < x_{n2}(\alpha, \beta; \lambda) < x_{n,2}(\alpha, \beta) < \cdots < x_{n-1,n-1}(\alpha, \beta + 2) < x_{n,n}(\alpha, \beta; \lambda) < x_{n,n}(\alpha, \beta)\]

hold for every \(\alpha, \beta > -1\). Moreover, each \(x_{n,k}(\alpha, \beta; \lambda)\) is a decreasing function of \(\lambda\) and, for each \(k = 1, \ldots, n - 1\),
\[
\lim_{\lambda \to \infty} x_{n,1}(\alpha, \beta; \lambda) = -1, \quad \lim_{\lambda \to \infty} x_{n,k+1}(\alpha, \beta; \lambda) = x_{n-1,k}(\alpha, \beta + 2),
\]
and
\[
\lim_{\lambda \to \infty} \lambda[x_{n,1}(\alpha, \beta; \lambda) + 1] = h_n(\alpha, \beta),
\]
\[
\lim_{\lambda \to \infty} \lambda[x_{n,k+1}(\alpha, \beta; \lambda) - x_{n-1,k}(\alpha, \beta + 2)] = \frac{[1 - x_{n-1,k}(\alpha, \beta + 2)] h_n(\alpha, \beta)}{2(\beta + 2)},
\]
where
\[
h_n(\alpha, \beta) = \frac{2^{\alpha + \beta + 2} \Gamma(n) \Gamma(\beta + 2) \Gamma(\beta + 3) \Gamma(n + \alpha)}{\Gamma(n + \beta + 2) \Gamma(n + \alpha + \beta + 2)}.
\]

From (2)
\[
\lim_{\lambda \to \infty} \lambda[x_{n,1}(\alpha, \beta; \lambda) + 1] = \frac{-p_n^{(\alpha, \beta)}(-1)}{K_{n-1}(-1, -1)p_{n-1}^{(\alpha, \beta+2)}(-1)}.
\]
Since
\[
p_n^{(\alpha, \beta)}(-1) = \frac{(-1)^n 2^n \Gamma(n + \beta + 1) \Gamma(n + \alpha + \beta + 1)}{\Gamma(\beta + 1) \Gamma(2n + \alpha + \beta + 1)}
\]
and
\[
K_{n-1}(-1, -1) = \frac{1}{2^{\alpha + \beta + 1}} \frac{\Gamma(n + \beta + 1) \Gamma(n + \alpha + \beta + 1)}{\Gamma(n) \Gamma(\beta + 1) \Gamma(\beta + 2) \Gamma(n + \alpha)}
\]
we obtain
\[
\frac{-p_n^{(\alpha, \beta)}(-1)}{K_{n-1}(-1, -1)p_{n-1}^{(\alpha, \beta+2)}(-1)} = \frac{2^{\alpha + \beta + 2} \Gamma(n) \Gamma(\beta + 2) \Gamma(\beta + 3) \Gamma(n + \alpha)}{\Gamma(n + \beta + 2) \Gamma(n + \alpha + \beta + 2)} = h_n(\alpha, \beta).
\]

It also follows from (2) that
\[
\lim_{\lambda \to \infty} \lambda[x_{n,k+1}(\alpha, \beta; \lambda) - x_{n-1,k}(\alpha, \beta + 2)]
= \frac{-p_n^{(\alpha, \beta)}(x_{n-1,k}(\alpha, \beta + 2))}{K_{n-1}(-1, -1)(x_{n-1,k}(\alpha, \beta + 2) + 1)p_{n-1}^{(\alpha, \beta+2)}(x_{n-1,k}(\alpha, \beta + 2))}
\]
On the other hand, from
\[ n(n+\alpha)(1+x)p_{n-1}^{(\alpha,\beta+2)}(x) = n(n+\alpha+\beta+1)p_n^{(\alpha,\beta)}(x) + (\beta+1)(1-x)p_n^{(\alpha,\beta)}(x)' \]
we derive
\[ n(n+\alpha+\beta+1)p_n^{(\alpha,\beta)}(x_{n-1,k}(\alpha, \beta + 2)) \]
\[ = -(\beta+1)(1-x_{n-1,k}(\alpha, \beta + 2))[p_n^{(\alpha,\beta)}(x)]'|_{x=x_{n-1,k}(\alpha, \beta + 2)} \]
as well as
\[ n(n+\alpha)(1+x_{n-1,k}(\alpha, \beta + 2))[p_n^{(\alpha,\beta)}(x)]'|_{x=x_{n-1,k}(\alpha, \beta + 2)} \]
\[ = [n(n+\alpha+\beta+1) - (\beta+1)][p_n^{(\alpha,\beta)}(x)]'|_{x=x_{n-1,k}(\alpha, \beta + 2)} \]
\[ + (\beta+1)(1-x_{n-1,k}(\alpha, \beta + 2))[p_n^{(\alpha,\beta)}(x)]''|_{x=x_{n-1,k}(\alpha, \beta + 2)}. \]

Using the last two equalities and the differential equation for the Jacobi polynomials
\[ (1-x^2)p_n^{(\alpha,\beta)}(x)'' + [\beta - \alpha - (\alpha+\beta+1)x]p_n^{(\alpha,\beta)}(x)' + n(n+\alpha+\beta+1)p_n^{(\alpha,\beta)}(x) = 0 \]
we obtain
\[ (1+x_{n-1,k}(\alpha, \beta + 2))[p_n^{(\alpha,\beta+2)}(x)]'|_{x=x_{n-1,k}(\alpha, \beta + 2)} \]
\[ = -(n+\beta+1)(n+\alpha+\beta+1)(\beta+1)(1-x_{n-1,k}(\alpha, \beta + 2))p_n^{(\alpha,\beta)}(x_{n-1,k}(\alpha, \beta + 2)). \]

Therefore,
\[ \lim_{\lambda \to \infty} \lambda[x_{n,k+1}(\alpha, \beta; \lambda) - x_{n-1,k}(\alpha, \beta + 2)] \]
\[ = \frac{-p_n^{(\alpha,\beta)}(x_{n-1,k}(\alpha, \beta + 2))}{K_{n-1}(-1,-1)(x_{n-1,k}(\alpha, \beta + 2) + 1)p_{n-1}^{(\alpha,\beta+2)}(x)|_{x=x_{n-1,k}(\alpha, \beta + 2)}} \]
\[ = \frac{[1-x_{n-1,k}(\alpha, \beta + 2)]h_n(\alpha, \beta)}{2(\beta+2)}. \]

Let \( x_{n,k}(\alpha, \beta; \lambda) := x_{n,k}(\alpha, \beta; 1, \lambda) \) be the zeros of \( \hat{p}_n^{(\alpha,\beta)}(\lambda, 1; x) \). Then
Theorem 6 ([7]) The inequalities

\[ x_{n,1}(\alpha, \beta) < x_{n,1}(\alpha, \beta; \lambda) < x_{n-1,1}(\alpha + 2, \beta) < \cdots < x_{n,n}(\alpha, \beta; \lambda) < 1 \]

hold for every \( \alpha, \beta > -1 \). Moreover, each \( x_{n,k}(\alpha, \beta; \lambda) \) is an increasing function of \( \lambda \) and, for each \( k = 1, \ldots, n - 1 \),

\[
\lim_{\lambda \to \infty} x_{n,k}(\alpha, \beta; \lambda) = x_{n-1,k}(\alpha + 2, \beta),
\]

and

\[
\lim_{\lambda \to \infty} \lambda[1 - x_{n,n}(\alpha, \beta; \lambda)] = g_n(\alpha, \beta),
\]

\[
\lim_{\lambda \to \infty} \lambda[x_{n-1,k}(\alpha + 2, \beta) - x_{n,k}(\alpha, \beta; \lambda)] = \frac{[1 + x_{n-1,k}(\alpha + 2, \beta)] g_n(\alpha, \beta)}{2(\alpha + 2)},
\]

where

\[
g_n(\alpha, \beta) = \frac{2^{\alpha + \beta + 2} \Gamma(n) \Gamma(\alpha + 2) \Gamma(\alpha + 3) \Gamma(n + \beta)}{\Gamma(n + \alpha + 2) \Gamma(n + \alpha + \beta + 2)}.
\]

We can proceed as in the proof of Theorem 5. We only observe that

\[
\frac{n + \beta}{2n}(x - 1)p_{n-1}^{(\alpha + 2, \beta)}(x) = p_n^{(\alpha, \beta)}(x) - \frac{\alpha + 1}{n(n + \alpha + \beta + 1)}(1 + x)[p_n^{(\alpha, \beta)}(x)]'.
\]

To illustrate the results of Theorem 6, the graphs of \( \tilde{p}_{3,1}^{(\alpha, \beta)}(\lambda + \varepsilon, 1; x) \), for \( \alpha = \beta = 0 \) and some values of \( \varepsilon > 0 \) appear in Figure 1, where the monotonicity of the zeros of \( \tilde{p}_{3,1}^{(\alpha, \beta)}(\lambda, 1; x) \) as a function of the mass \( \lambda \) is clarified.

In Table 1, we describe the zeros of \( \tilde{p}_{3,1}^{(\alpha, \beta)}(\lambda, 1; x) \), with \( \alpha = \beta = 0 \), for several choices of \( \lambda \). Notice that the largest zero converges to 1 and the other two zeros converge to the zeros of the Jacobi polynomial \( p_2^{(2,0)}(x) \), that is, they

<table>
<thead>
<tr>
<th>\lambda</th>
<th>( x_{3,1}(0, 0; \lambda) )</th>
<th>( x_{3,2}(0, 0; \lambda) )</th>
<th>( x_{3,3}(0, 0; \lambda) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.774597</td>
<td>0</td>
<td>0.774597</td>
</tr>
<tr>
<td>1</td>
<td>-0.757872</td>
<td>0.0753429</td>
<td>0.955257</td>
</tr>
<tr>
<td>10</td>
<td>-0.755305</td>
<td>0.0868168</td>
<td>0.994575</td>
</tr>
<tr>
<td>100</td>
<td>-0.755004</td>
<td>0.0881528</td>
<td>0.999446</td>
</tr>
<tr>
<td>1000</td>
<td>-0.754974</td>
<td>0.0882886</td>
<td>0.999944</td>
</tr>
</tbody>
</table>
converge to \( x_{2,1}(2,0) = -0.75497 \) and \( x_{2,2}(4) = 0.0883037 \). Also note that all the zeros increase when \( \lambda \) increase.

### 3.2 Laguerre type (Laguerre-Koornwinder) orthogonal polynomials

Let \( \{p_n^{(\alpha)}(x)\}_{n \geq 0} \) be the monic Laguerre polynomial which are orthogonal with respect to the measure \( d\mu(x) = x^\alpha e^{-x} dx, \alpha > -1 \), supported on \((0, +\infty)\). We will consider the Uvarov perturbation on \( d\mu_\alpha(x) \) with \( c = 0 \)

\[
d\mu(\lambda, 0; x) = d\mu(x) + \lambda \delta(x), \quad \lambda \geq 0. \tag{18}
\]

The polynomial \( p_n^{(\alpha)}(\lambda; x) := p_n^{(\alpha)}(\lambda, 0; x) \) orthogonal with respect to (18) was also obtained by T. H. Koornwinder [23] as a special limit case of the Jacobi-Koornwinder (Jacobi type) orthogonal polynomial. Analytic properties of these polynomials have been studied in the last years (see [1], [6], [10], [22], among others). The connection formula (11) reads

\[
\tilde{p}_n^{(\alpha)}(\lambda, x) = p_n^{(\alpha)}(x) + \lambda K_{n-1}(0, 0) \; x p_{n-1}^{(\alpha+2)}(x),
\]

where

\[
K_{n-1}(0, 0) = \frac{\Gamma(n + \alpha + 1)}{\Gamma(n) \Gamma(\alpha + 1) \Gamma(\alpha + 2)}.
\]

Now, we will analyze the behavior of their zeros. Let denote by \( x_{n,k}(\alpha; \lambda) \) and \( x_{n,k}(\alpha) \), \( k = 1, \ldots, n \), the zeros of the Laguerre type and the classical Laguerre orthogonal polynomials, respectively. Applying the results of Theorem 1 we obtain
Theorem 7 ([6]) The inequalities

\[ 0 < x_{n,1}(\alpha; \lambda) < x_{n,1}(\alpha) < x_{n-1,1}(\alpha + 2) < x_{n,2}(\alpha; \lambda) < x_{n,2}(\alpha) < \cdots < x_{n-1,n-1}(\alpha + 2) < x_{n,n}(\alpha; \lambda) < x_{n,n}(\alpha) \]

hold for every \( \alpha > -1 \). Moreover, each \( x_{n,k}(\alpha; \lambda) \) is a decreasing function of \( \lambda \) and, for each \( k = 1, \ldots, n-1 \),

\[
\lim_{\lambda \to \infty} x_{n,1}(\alpha; \lambda) = 0, \quad \lim_{\lambda \to \infty} x_{n,k+1}(\alpha; \lambda) = x_{n-1,k}(\alpha + 2),
\]

as well as

\[
\lim_{\lambda \to \infty} \lambda x_{n,1}(\alpha; \lambda) = g_n(\alpha),
\]

\[
\lim_{\lambda \to \infty} \lambda [x_{n,k+1}(\alpha; \lambda) - x_{n-1,k}(\alpha + 2)] = \frac{g_n(\alpha)}{\alpha + 2},
\]

where

\[
g_n(\alpha) = \frac{\Gamma(n)\Gamma(\alpha + 2)\Gamma(\alpha + 3)}{\Gamma(n + 2)}.\]

From (2)

\[
\lim_{\lambda \to \infty} \lambda x_{n,1}(\alpha; \lambda) = \frac{-p_n^{(0)}(\alpha)}{K_{n-1}(0,0)p_{n-1}^{(0 + 2)}}.
\]

Since

\[
p_n^{(0)}(\alpha) = \frac{(-1)^n\Gamma(n + \alpha + 1)}{\Gamma(\alpha + 1)} \quad \text{and} \quad K_{n-1}(0,0) = \frac{\Gamma(n + 1)}{\Gamma(n)\Gamma(\alpha + 1)\Gamma(\alpha + 2)},
\]

we obtain

\[
\frac{-p_n^{(0)}(\alpha)}{K_{n-1}(0,0)p_{n-1}^{(0 + 2)}} = \frac{\Gamma(n)\Gamma(\alpha + 2)\Gamma(\alpha + 3)}{\Gamma(n + 2)} = g_n(\alpha).
\]

From (2)

\[
\lim_{\lambda \to \infty} \lambda [x_{n,k+1}(\alpha; \lambda) - x_{n-1,k}(\alpha + 2)]
\]

\[
= \frac{-p_n^{(0)}(x_{n-1,k}(\alpha + 2))}{K_{n-1}(0,0)x_{n,k}(\alpha + 2)[p_{n-1}^{(0 + 2)}(x)]^t_{x = x_{n-1,k}(\alpha + 2)}}.
\]

On the other hand, It is easy to verify that

\[
 xp_{n-1}^{(0 + 2)}(x) = p_n^{(0)}(x) + \frac{\alpha + 1}{n} [p_n^{(0)}(x)]'.
\]

Thus,

\[
[p_n^{(0)}(x)]^t_{x = x_{n-1,k}(\alpha + 2)} = -\frac{n}{\alpha + 1} p_n^{(0)}(x_{n-1,k}(\alpha + 2)).
\]
and
\[ x_{n-1,k}(\alpha + 2) \frac{[p_n^{(\alpha)}(x)]'}{x=x_{n-1,k}(\alpha + 2)} = [p_n^{(\alpha)}(x)]' + \frac{\alpha + 1}{n} [p_n^{(\alpha)}(x)]'' \bigg|_{x=x_{n-1,k}(\alpha + 2)}. \]

Using the last two equalities and the differential equation for the Laguerre polynomials
\[ x[p_n^{(\alpha)}(x)]'' + (\alpha + 1 - x)[p_n^{(\alpha)}(x)]' + np_n^{(\alpha)}(x) = 0 \]
we obtain
\[ x_{n-1,k}(\alpha + 2) \frac{[p_n^{(\alpha)}(x)]'}{x=x_{n-1,k}(\alpha + 2)} = \frac{-(n + \alpha + 1)}{\alpha + 1} p_n^{(\alpha)}(x_{n-1,k}(\alpha + 2)). \]

Therefore,
\[ \lim_{\lambda \to \infty} \lambda[x_{n,k+1}(\alpha; \lambda) - x_{n-1,k}(\alpha + 2)] = \frac{-p_n^{(\alpha)}(x_{n-1,k}(\alpha + 2))}{K_{n-1}(0, 0)x_{n-1,k}(\alpha + 2)[\frac{[p_{n-1}^{(\alpha+2)}(x)]'}{x=x_{n-1,k}(\alpha + 2)}]} = \frac{\Gamma(n)\Gamma(\alpha + 2)\Gamma(\alpha + 2)}{\Gamma(n + \alpha + 2)} = \frac{g_n(\alpha)}{\alpha + 2}. \]

To illustrate the results of Theorem 7 we enclose the graphs of \( p_n^{(\alpha)}(\lambda + \varepsilon; x) \), for \( \alpha = 2 \) and some values of \( \varepsilon > 0 \). The Figure 2 shows the monotonicity of the zeros of \( p_n^{(\alpha)}(\lambda; x) \) as a function of the mass \( \lambda \).
The table 2 describes the zeros of $p_3^{(\alpha)}(\lambda; x)$, with $\alpha = 2$, for several choices of $\lambda$. Observe that the smallest zero converges to 0 and the other two zeros converge to the zeros of the Laguerre polynomial $p_2^{(4)}(x)$, that is, they converge to $x_{2,1}(4) = 3.55051$ and $x_{2,2}(4) = 8.44949$. Note that all the zeros decrease when $\lambda$ increases.

### 4 Semiclassical orthogonal polynomials and spectral transformations

We assume that $d\mu(x) = \omega(x) dx$, where $\omega(x)$ is a weight function supported on the real line. We can associate with $\omega(x)$ an external potential $\nu(x)$ such that $\omega(x) = \exp(-\nu(x))$. Notice that if $\nu(x)$ is assumed to be differentiable on the support of $d\mu(x) = \omega(x) dx$ then

$$\frac{\omega'(x)}{\omega(x)} = -\nu'(x).$$

If $\nu'(x)$ is a rational function on $(a, b)$, then the weight function $\omega(x)$ is said to be semiclassical (see [30], [31]). The linear functional $u$ associated with $\omega(x)$, satisfies a distributional equation (which is known in the literature as Pearson equation)

$$D(\sigma(x)u) = \tau(x)u,$$

where $\sigma(x)$ and $\tau(x)$ are non-zero polynomials such that $\sigma(x)$ is monic and $\deg(\tau(x)) \geq 1$. Notice that, in terms of the weight function, the above relation reads

$$\frac{\omega'(x)}{\omega(x)} = \frac{\tau(x) - \sigma'(x)}{\sigma(x)}$$

or, equivalently $\nu'(x) = -\frac{\tau(x) - \sigma'(x)}{\sigma(x)}$.
Let consider the linear functional $u_1$ associated with the measure $d\mu_1(c, x)$. In order to find the Pearson equation that $u_1$ satisfies, we analyze two situations:

- If $\sigma(c) \neq 0$, then
  
  \[ D \left( (x - c)\sigma(x)u_1 \right) = D \left( (x - c)^2\sigma(x)u \right) = 2(x - c)\sigma(x)u + (x - c)^2D(\sigma(x)u) = 2\sigma(x)u_1 + (x - c)^2\tau(x)u = [2\sigma(x) + (x - c)\tau(x)] u_1. \]

  Thus,
  
  \[ D \left( \phi(x)u_1 \right) = \psi(x)u_1, \]

  where
  
  \[
  \begin{align*}
  \phi(x) &= (x - c)\sigma(x) \\
  \psi(x) &= 2\sigma(x) + (x - c)\tau(x).
  \end{align*}
  \] 

- If $\sigma(c) = 0$, i.e., $\sigma(x) = (x - c)\tilde{\sigma}(x)$, then
  
  \[ D \left( \sigma(x)u_1 \right) = D \left( (x - c)\tilde{\sigma}(x)u_1 \right) = D \left( (x - c)^2\tilde{\sigma}(x)u \right) = D \left( (x - c)\sigma(x)u \right) = \sigma(x)u + (x - c)\tau(x)u = (\sigma(x) + \tau(x)) u_1. \]

  In this case,
  
  \[ D \left( \phi(x)u_1 \right) = \psi(x)u_1, \]

  with
  
  \[
  \begin{align*}
  \phi(x) &= \sigma(x) \\
  \psi(x) &= \sigma(x) + \tau(x).
  \end{align*}
  \] 

It is well known that the sequence of monic polynomials $\{q_n(c; x)\}_{n \geq 0}$, orthogonal with respect to $d\mu_1(c, x)$, satisfies the structure relation (see [31] and [30])

\[ \phi(x)D \left( q_n(c; x) \right) = A(x, n)q_n(c; x) + B(x, n)q_{n-1}(c; x), \] 

where $A(x, n)$ and $B(x, n)$ are polynomials of a fixed degree, and the three term recurrence relation (see [31])

\[ xq_n(c; x) = q_{n+1}(c; x) + \tilde{\beta}_n q_n(c; x) + \tilde{\gamma}_n q_{n-1}(c; x), \quad n \geq 0, \]

with initial conditions $q_0(c; x) = 1$ and $q_{-1}(c; x) = 0$, and

\[ \tilde{\beta}_n = \beta_{n+1} + \frac{p_{n+2}(c)}{p_{n+1}(c)} - \frac{p_{n+1}(c)}{p_n(c)}, \quad n \geq 0, \]

and

\[ \tilde{\gamma}_n = \frac{p_{n+1}(c)p_{n-1}(c)}{[p_n(c)]^2}, \quad \tilde{\gamma}_n > 0 \quad n \geq 1. \]
Lemma 1 \[17\] We have

\[ A(x, n) + A(x, n - 1) + \frac{(x - \tilde{\beta}_{n-1})}{\tilde{\gamma}_{n-1}} B(x, n - 1) = \phi'(x) - \psi(x). \] (25)

According to a result by Ismail (\[17\], (1.12)) which must be adapted to our situation since we use monic polynomials, we get

\[ A(x, n) + A(x, n - 1) + \frac{(x - \tilde{\beta}_{n-1})}{\tilde{\gamma}_{n-1}} B(x, n - 1) = -\phi(x) [\omega_1(x)]' - \phi(x) \frac{\psi(x) - \phi'(x)}{\phi(x)} \phi'(x) - \psi(x), \]

where \( \omega_1(x) = (x - c) \omega(x) \).

4.1 Uvarov transformations and holonomic equation

We consider the Uvarov transformation of the semiclassical measure \( d\mu(x) = \omega(x) dx \). We establish the holonomic equation of these polynomials.

Proof of Theorem 2: Applying the derivative operator in (12) and multiplying it by \( \phi(x) \), we obtain

\[ \phi(x) D \left( p_n(\lambda, c; x) \right) = \phi(x) D \left( q_n(c; x) \right) + c_n \phi(x) D \left( q_{n-1}(c; x) \right). \] (26)

Thus, substituting (21) in (26), yields

\[ \phi(x) D \left( p_n(\lambda, c; x) \right) = A(x, n) q_n(c; x) + B(x, n) + c_n A(x, n) q_{n-1}(c; x) + c_n B(x, n) q_{n-2}(c; x). \]

Using (22) in the above expression, we obtain

\[ \phi(x) \left( p_n(\lambda, c; x) \right)' = \tilde{A}(x, n) q_n(c; x) + \tilde{B}(x, n) q_{n-1}(c; x), \] (27)

where

\[ \tilde{A}(x, n) = A(x, n) - \frac{c_n}{\tilde{\gamma}_{n-1}} B(x, n - 1) \]

and

\[ \tilde{B}(x, n) = B(x, n) + c_n A(x, n - 1) + \frac{c_n}{\tilde{\gamma}_{n-1}} (x - \tilde{\beta}_{n-1}) B(x, n - 1). \]

(28)

(29)
Hence, get

\[
\begin{bmatrix}
1 & c_n \\
\tilde{A}(x, n) \tilde{B}(x, n)
\end{bmatrix}
\begin{bmatrix}
q_n(c; x) \\
q_{n-1}(c; x)
\end{bmatrix}
= \begin{bmatrix}
p_n(\lambda, c; x) \\
\phi(x) D(p_n(\lambda, c; x))
\end{bmatrix},
\]

that is,

\[
q_n(c; x) = \frac{\tilde{B}(x, n)}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} p_n(\lambda, c; x) - \frac{c_n\phi(x)}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} D(p_n(\lambda, c; x))
\]

and

\[
q_{n-1}(c; x) = \frac{-\tilde{A}(x, n)}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} p_n(\lambda, c; x) + \frac{\phi(x)}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} D(p_n(\lambda, c; x)).
\]

Substituting the above two expressions in (21), we deduce

\[
\phi(x) D \left( \frac{\tilde{B}(x, n)p_n(\lambda, c; x)}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} - \frac{c_n\phi(x) D(p_n(\lambda, c; x))}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} \right)
= A(x, n) \left( \frac{\tilde{B}(x, n)p_n(\lambda, c; x)}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} - \frac{c_n\phi(x) D(p_n(\lambda, c; x))}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} \right)
+ B(x, n) \left( \frac{-\tilde{A}(x, n)p_n(\lambda, c; x)}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} + \frac{\phi(x) D(p_n(\lambda, c; x))}{\tilde{B}(x, n) - c_n\tilde{A}(x, n)} \right).
\]

Then the statement of Theorem 2 follows in a straightforward way.

A different approach to this differential equation appears in [26] using the fact that the Uvarov transform of a semiclassical linear functional is again a semiclassical linear functional.

If we evaluate the second-order linear differential equation (3) at \(x_{n,k}(\lambda) := x_{n,k}(\lambda, c)\), then we obtain

\[
\mathcal{A}(x_{n,k}(\lambda); n)(p_n(\lambda, c; x_{n,k}(\lambda)))'' + \mathcal{B}(x_{n,k}(\lambda); n)(p_n(\lambda, c; x_{n,k}(\lambda)))' = 0.
\]

Hence,

\[
\frac{(p_n(\lambda, c; x_{n,k}(\lambda)))''}{(p_n(\lambda, c; x_{n,k}(\lambda)))'} = -\frac{\mathcal{B}(x_{n,k}(\lambda); n)}{\mathcal{A}(x_{n,k}(\lambda); n)}.
\]

(30)

Substituting \(\mathcal{A}(x_{n,k}(\lambda); n)\) and \(\mathcal{B}(x_{n,k}(\lambda); n)\) in the right hand side of (30), we get

\[
\frac{(p_n(\lambda, c; x_{n,k}(\lambda)))''}{(p_n(\lambda, c; x_{n,k}(\lambda)))'} = \frac{(\tilde{B}(x_{n,k}(\lambda), n) - c_n\tilde{A}(x_{n,k}(\lambda), n))'}{\tilde{B}(x_{n,k}(\lambda), n) - B(x_{n,k}(\lambda), n) + c_n A(x_{n,k}(\lambda), n) - c_n \phi'(x_{n,k}(\lambda))}.\]
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If we denote \(Q(x, n) := B_n(x, n) - c_n A_n(x, n)\) and using (25), (28), and (29), then
\[
Q(x, n) = B(x, n) + c_n \left[ -2A(x, n) + \phi(x) - \psi(x) + \frac{c_n}{\eta_{n-1}} B(x, n - 1) \right].
\] (31)

On the other hand, from (31) and (28), we obtain
\[
\tilde{B}(x, n) - B(x, n) + c_n A(x, n) - c_n \phi'(x) = -c_n \psi(x).
\]
Thus
\[
\left( p_n(\lambda, c; x_{n,k}(\lambda)) \right)^{''} = D \ln Q(x, n) \big|_{x = x_{n,k}(\lambda)} - \frac{\psi(x_{n,k}(\lambda))}{\phi(x_{n,k}(\lambda))}.
\]

We consider two external fields
\[
- \int \frac{\psi(x)}{\phi(x)} dx \quad \text{and} \quad \ln Q(x, n).
\]
Thus the total external potential \(V(x)\) is given by
\[
V(x) = - \int \frac{\psi(x)}{\phi(x)} dx + \ln Q(x, n).
\] (32)

Let us consider a system of \(n\) movable unit charges in \((c, b)\) or \((a, c)\), depending on the location of the point \(c\) with respect to \((a, b)\), in the presence of the external potential \(V(x)\) given in (32). Let \(x := (x_1, \ldots, x_n)\), where \(x_1, \ldots, x_n\) denote the location of the charges. The total energy of the system is
\[
E(x) = \sum_{k=1}^{n} V(x_k) - 2 \sum_{1 \leq j < k \leq n} \ln |x_j - x_k|.
\]

In order to find the critical points of \(E(x)\) we set
\[
- \frac{\partial}{\partial x_j} E(x) = 0 \iff \frac{\psi(x_j)}{\phi(x_j)} - \frac{Q'(x_j, n)}{Q(x_j, n)} + 2 \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_j - x_k} = 0, \quad j = 1, \ldots, n.
\] (33)

Let \(f(y) := (y - x_1) \cdots (y - x_n)\). Thus,
\[
\frac{\psi(x_j)}{\phi(x_j)} - \frac{Q'(x_j, n)}{Q(x_j, n)} + \frac{f''(x_j)}{f'(x_j)} = 0, \quad j = 1, \ldots, n,
\]
or, equivalently,
\[
f''(y) + \frac{B(y; n)}{A(y; n)} f'(y) = 0, \quad y = x_1, \ldots, x_n.
\]

Therefore
\[
f''(y) + \frac{B(y; n)}{A(y; n)} f'(y) + \frac{C(y; n)}{A(y; n)} f(y) = 0, \quad y = x_1, \ldots, x_n.
\] (34)
On the other hand, from (3) and (34) we obtain $f(y) = p_n(\lambda, c; y)$, which means that the zeros of $p_n(\lambda, c; x)$ satisfy (33).

4.2 Electrostatic interpretation of the zeros of Laguerre type orthogonal polynomials

We give an electrostatic interpretation for the zeros of Laguerre type polynomials $p_n^{(\alpha)}(\lambda, c; x)$ which are orthogonal with respect to the measure $d\mu(\lambda, c; x) = x^\alpha e^{-x}dx + \lambda \delta(x - c)$, where $c \leq 0$ and $\lambda \geq 0$.

We analyze two cases:

1. First, we consider $c = 0$. Thus, the polynomials $p_n^{(\alpha)}(\lambda, 0; x)$ are orthogonal with respect to

   $d\mu(\lambda, 0; x) = x^\alpha e^{-x}dx + \lambda \delta(x)$.

   The measure

   $d\mu_1(x) = x^{\alpha+1} e^{-x}dx$

   satisfies a Pearson equation with (see (20))

   $\phi(x) = \sigma(x) = x, \quad \psi(x) = \bar{\sigma}(x) + \tau(x) = \alpha + 2 - x$.

   On the other hand, the structure relation (21) reads (see (40))

   $\phi(x) D \left( p_n^{(\alpha+1)}(x) \right) = A(x, n) p_n^{(\alpha+1)}(x) + B(x, n) p_{n-1}^{(\alpha+1)}(x)$,

   where

   $\phi(x) = x, \quad A(x, n) = n, \quad B(x, n) = n + \alpha + 1$.

   The coefficients (13) and (22) are

   $\tilde{\gamma}_n = n(n + \alpha + 1)$,

   $c_n = \frac{1 + \lambda K_n(0, 0)}{1 + \lambda K_{n-1}(0, 0)} \frac{p_n^{(\alpha)}(0)}{p_{n-1}^{(\alpha)}(0)} n(n + \alpha)$

   $= \frac{n! \Gamma(\alpha + 1) \Gamma(\alpha + 2) + \lambda \Gamma(n + \alpha + 2)}{(n - 1)! \Gamma(\alpha + 1) \Gamma(\alpha + 2) + \lambda \Gamma(n + \alpha + 1)}$

   As a conclusion, $Q(x, n)$ in (51) becomes

   $Q(x, n) = n(n + \alpha + 1) - c_n (2n + 1 + \alpha - c_n) + c_n x$

   with zero

   $u_n = (2n + 1 + \alpha - c_n) - \frac{n(n + \alpha + 1)}{c_n}$. 
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It is easy to see that \(0 < c_n < n + \alpha + 1\). Thus, \(Q(0, n) < 0\) and it implies that \(u_n > 0\).

The electrostatic interpretation of the distribution of zeros means that we have an equilibrium position under the presence of an external potential

\[ \ln Q(x, n) - \ln x^{\alpha + 1} + 1 , \]

where the first term represents a short range potential corresponding to a unit charge located at \(u_n\) and the second one is a long range potential associated with the weight function (see also \[18\] and \[19\]).

2. Now, we take \(c < 0\). In this case \(\mu_1(x) = (x - c)x^{\alpha}e^{-x}dx\). Thus, the structure relation \[27\] for \(\mu_1(x)\) is

\[ \phi(x)D(q_n(c; x)) = A(x, n)q_n(c; x) + B(x, n)q_{n-1}(c; x) , \]

where

\[
\begin{align*}
\phi(x) &= (x - c)x, \\
A(x, n) &= n \left[ x - (n + 1 + a_n) \left( 1 + \frac{n + \alpha}{a_{n-1}} \right) \right] , \\
B(x, n) &= n \frac{(n + \alpha)}{a_{n-1}} \left[ a_n x - (n + 1 + a_n) (n + 1 + a_n + \alpha) \right] .
\end{align*}
\]

From \[41\] we obtain

\[ (x - c) q_n(c; x) = p_{n+1}^{(\alpha)}(x) - \frac{p_{n+1}^{(\alpha)}(c)}{p_{n}^{(\alpha)}(c)} p_{n}^{(\alpha)}(x) . \]

Taking derivatives with respect to \(x\) in both hand sides of the above expression, and multiplying the resulting expression by \(x\), we derive

\[ xq_n(c; x) + x (x - c) D (q_n(c; x)) = xD \left( p_{n+1}^{(\alpha)}(x) \right) - \frac{p_{n+1}^{(\alpha)}(c)}{p_{n}^{(\alpha)}(c)} xD \left( p_{n}^{(\alpha)}(x) \right) . \]

Using the structure relation and the three term recurrence relation for Laguerre polynomials we obtain

\[ xq_n(c; x) + x (x - c) D (q_n(c; x)) = (n + 1) p_{n+1}^{(\alpha)}(x) + (n + 1 + \alpha) p_{n}^{(\alpha)}(x) - \frac{p_{n+1}^{(\alpha)}(c)}{p_{n}^{(\alpha)}(c)} \left[ np_{n}^{(\alpha)}(x) + n (n + \alpha) p_{n-1}^{(\alpha)}(x) \right] , \]
or

\[ xq_n(c; x) + x(x - c) D q_n(c; x) = \left[(n + 1)(x - n) - \frac{n p_n(c)}{p_n(c)} \right] p_n(c) x \]

\[ - \left(n (n + 1)(n + \alpha) + n (n + \alpha) p_n(c) p_n(c) \right) p_{n-1}(c). \]

Put

\[ a_n = \frac{p_n(c)}{p_n(c)} \]

and, from \([15]\),

\[ p_n(c) = q_n(c; x) - \frac{\gamma n}{a_n - 1} q_{n-1}(c; x), \]

we have

\[ xq_n(c; x) + x(x - c) D (q_n(c; x)) = (x - n) (n + 1) - n a_n q_n(c; x) \]

\[ - \left[ (n + 1)(x - n) - n a_n \right] \frac{n (n + \alpha)}{a_n - 1} + n (n + \alpha) (n + 1 + a_n) q_{n-1}(c; x) \]

\[ + n (n - 1)(n + \alpha) (n - 1 + \alpha) (n + 1 + a_n) \frac{q_{n-2}(c; x)}{a_{n-2}}. \]

Using \([22]\) and \([23]\)

\[ \frac{\gamma_{n-1}}{\gamma_{n-1}} = \frac{p_n(c) p_{n-2}(c)}{p_n(c) p_{n-1}(c)} \]

we obtain

\[ a_{n-1} = \frac{\gamma_{n-1}}{(n - 1)(n - 1 + \alpha)} \quad \text{and} \quad \frac{\gamma_{n-1}}{a_{n-1}} = \frac{\gamma_{n-1}}{a_{n-1}} \]

and, then,

\[ xq_n(c; x) + x(x - c) D (q_n(c; x)) = \left[(n + 1)(x - n) - n a_n \right] q_n(c; x) \]

\[ + n (n + \alpha) \left[ \frac{1}{a_{n-1}} (n + 1 + a_n) (x - \beta_{n-1}) \right] \]

\[ - \frac{1}{a_{n-1}} \left[(n + 1)(x - n) - n a_n \right] (n + 1 + a_n) q_{n-1}(c; x). \]

Therefore,

\[ \phi(x) D(q_n(c; x)) = A(x, n) q_n(c; x) + B(x, n) q_{n-1}(c; x), \]
where
\[
\phi(x) = x(x-c)
\]
\[
A(x,n) = ((n+1)(x-n) - na_n) - \frac{n(n+\alpha)(n+1+a_n)}{a_{n-1}} - x
\]
\[
B(x,n) = n(n+\alpha) \left[ \frac{1}{a_{n-1}} (n+1+a_n) \left(x-\tilde{\beta}_{n-1}\right) - \frac{1}{a_{n-1}} ((n+1)(x-n)-na_n)-(n+1+a_n) \right].
\]

Simplifying these expressions we derive
\[
A(x,n) = n \left[ x - (n+1+a_n) \left(1 + \frac{n+\alpha}{a_{n-1}}\right) \right],
\]
\[
B(x,n) = n(n+\alpha) \left[ \frac{a_n}{a_{n-1}} x + \frac{n+1+a_n}{a_{n-1}} (n-\tilde{\beta}_{n-1}) - (n+1+a_n) \right].
\]

In the last expression, using again (23)
\[
\tilde{\beta}_n = \beta_{n+1} + a_{n+1} - a_n = 2n + \alpha + 3 + a_{n+1} - a_n
\]
we obtain
\[
B(x,n) = \frac{n(n+\alpha)}{a_{n-1}} \left[a_n x - (n+1+a_n) (n+1+a_n+\alpha)\right].
\]

This is an alternative approach to the method described in [29]. Notice that the Pearson equation for the linear functional associated with the measure becomes
\[
D(\phi u_1) = \psi u_1
\]
where (see [19])
\[
\phi(x) = (x-c)\sigma(x) = (x-c)x,
\]
\[
\psi(x) = 2\sigma(x) + (x-c)\tau(x) = 2x + (x-c)(\alpha + 1 - x).
\]

According to (23) and (24),
\[
\tilde{\beta}_{n-1} = \beta_n + a_n - a_{n-1}, \text{ and } \tilde{\gamma}_{n-1} = \frac{a_{n-1}}{a_{n-2}} \gamma_{n-1}.
\]

This means that \(Q(x,n)\) in (31) is the following quadratic polynomial
\[
Q(x,n) = c_n x^2 + r_n x + s_n
\]
with
\[
    r_n = n (n + \alpha) \frac{a_n}{a_{n-1}} + c_n^2 - c_n (c + \alpha + 1 + 2n)
    
    = (c_n + a_n) (c_n - a_n) - (c_n - a_n) c - (c_n + a_n) (2n + \alpha + 1)
\]
and
\[
    s_n = (n + 1 + a_n) [(n + 1 + a_n + \alpha) (2n + 1 + a_n + \alpha - c - 2c_n) + 2cc_n] 
    
    + c\alpha c_n + c_n^2 (a_n - a_{n-1} + 1 - c).
\]

The zeros of this polynomial are
\[
    z_{1,n} = -\frac{1}{2c_n} \left( r_n + \sqrt{r_n^2 - 4s_n c_n} \right),
    
    z_{2,n} = -\frac{1}{2c_n} \left( r_n - \sqrt{r_n^2 - 4s_n c_n} \right).
\]

Taking into account
\[
    \frac{\psi(x)}{\phi(x)} = \frac{2}{x-c} + \frac{\alpha + 1}{x} - 1,
\]
the electrostatic interpretation means that the equilibrium position for the zeros under the presence of an external potential
\[
    \ln Q(x, n) - \ln (x - c)^2 x^{\alpha+1} e^{-x},
\]
where the first one is a short range potential corresponding to two unit charges located at \(z_{1,n}\) and \(z_{2,n}\) and the second one is a long range potential associated with a polynomial perturbation of the weight function.

### 4.3 Electrostatic interpretation for the zeros of Jacobi type orthogonal polynomials

We furnish an electrostatic interpretation for the zeros of Jacobi type polynomials \(p_n^{(\alpha,\beta)}(\lambda, c; x)\) which are orthogonal with respect to the measure
\[
    d\mu(\lambda, c; x) = (1 - x)^\alpha (1 + x)^\beta dx + \lambda \delta(x - c),
\]
with \(c \not\in (-1, 1)\) and \(\lambda \geq 0\).

For this propose we separate in two cases:

1. First, we consider \(c = -1\). Thus, the polynomials \(p_n^{(\alpha,\beta)}(\lambda, -1; x)\) are orthogonal with respect to
\[
    d\mu(\lambda, -1; x) = (1 - x)^\alpha (1 + x)^\beta dx + \lambda \delta(x + 1).
\]
The measure
\[ d\mu_1(x) = (x - (-1))d\mu(x) = (1 - x)^\alpha(1 + x)^{\beta+1}dx \]
satisfies a Pearson equation with (see (20))
\[ \phi(x) = \sigma(x) = 1 - x^2, \quad \psi(x) = \bar{\sigma}(x) + \tau(x) = (\beta - \alpha + 1) - (\alpha + \beta + 3)x. \]

On the other hand, the structure relation (21) reads
\[ \phi(x)D_p(\nu_n^{(\alpha,\beta+1)}) = A(x,n)p_n^{(\alpha,\beta+1)}(x) + B(x,n)p_{n-1}^{(\alpha,\beta+1)}(x), \]
where
\[ A(x,n) = \frac{-n[\beta - \alpha + 1 + (2n + \alpha + \beta + 1)x]}{2n + \alpha + \beta + 1}, \]
\[ B(x,n) = \frac{4n(n + \alpha)(n + \beta + 1)(n + \alpha + \beta + 1)}{(2n + \alpha + \beta + 1)^2(2n + \alpha + \beta)}. \]
The coefficient \( \tilde{\gamma}_n \) in (22) when \( q_n(-1;x) = p_n^{(\alpha,\beta+1)}(x) \) is
\[ \tilde{\gamma}_n = \gamma_n^{\alpha,\beta+1} = \frac{4n(n + \alpha)(n + \beta + 1)(n + \alpha + \beta + 1)}{(2n + \alpha + \beta)(2n + \alpha + \beta + 1)^2(2n + \alpha + \beta + 2)}, \]
and
\[ c_n = \frac{1 + \lambda K_n(-1,-1)\Gamma(n + \alpha)(n + \beta + 1)(n + \alpha + \beta + 1)}{1 + \lambda K_{n-1}(-1,-1)(2n + \alpha + \beta)(2n + \alpha + \beta + 1)}, \]
\[ > 0. \]
Thus,
\[ Q(x,n) = B(x,n) + c_n \left[ (2n + \alpha + \beta)c_n - \frac{(\alpha + \beta + 1)(\beta - \alpha + 1)}{2n + \alpha + \beta + 1} \right] + (2n + \alpha + \beta + 1)c_nx. \]

Observe that the zero of \( Q(x,n) \) belongs to \((-1,1)\). In fact, after some tedious calculations we see that
\[ Q(1) = B(1,n) + c_n \left[ (2n + \alpha + \beta)c_n + \frac{2(2n(n + \alpha + \beta + 1) + (\alpha + \beta + 1))}{2n + \alpha + \beta + 1} \right] > 0, \]
and
\[ Q(-1) = \frac{-2^{\alpha+\beta+3}(\beta + 1)\Gamma(n+\alpha)\Gamma(\beta+2)^2\Gamma(n+\beta+1)\Gamma(n+\alpha+\beta+1)\lambda}{2n + \alpha + \beta} \times \frac{1}{2^{\alpha+\beta+1}\Gamma(n+\alpha)\Gamma(\beta+1)\Gamma(\beta+2) + \lambda \Gamma(n+\beta+1)\Gamma(n+\alpha+\beta+1)} < 0. \]
Using some known properties of the Jacobi polynomials we conclude that

\[ u_n = -1 + 2\lambda \frac{n(n + \alpha) \left( p_{n-1}^{(\alpha,\beta)}(-1) \right)^2}{(2n + \alpha + \beta + 1)^2 \left( 1 + \lambda K_n(-1, -1) \right)} \times \left[ \frac{\left( p_{n-1}^{(\alpha,\beta)}(-1) \right)^2}{K_{n-1}(-1, -1) \left( 1 + \lambda K_{n-1}(-1, -1) \right)} \right]. \]

The electrostatic interpretation means that the equilibrium position for the zeros under the presence of an external potential

\[ \ln Q(x, n) - \ln (1 - x)^{\alpha + 1}(1 + x)^{\beta + 2}, \]

where the first one is a short range potential corresponding to a unit charge located at the zero of \( Q(x, n) \) and the other one is a long range potential associated with the weight function.

2. We take \( c < -1 \). Then,

\[ d\mu_1(x) = (x - c)(1 - x)^\alpha(1 + x)^\beta dx \]

and the structure relation (27) for the above measure is

\[ \phi(x)D(q_n(c; x)) = A(x, n)q_n(c; x) + B(x, n)q_{n-1}(c; x), \]

where

\[ \phi(x) = (x - c)(1 - x^2), \]

\[ A(x, n) = a_{n+1}(x - \beta_n) + b_{n+1} - \lambda_n a_n - (a_{n+1} - \lambda_n b_n) \frac{1}{\lambda_{n-1}} - 1 + x^2, \]

\[ B(x, n) = (a_{n+1}(x - \beta_n) + b_{n+1} - \lambda_n a_n) \frac{\gamma_n}{\lambda_{n-1}} + a_{n+1} + \lambda_n b_n \]

\[ -(a_{n+1} + \lambda_n b_n) \frac{x - \tilde{\beta}_{n-1}}{\lambda_{n-1}}. \]

Put

\[ \lambda_n = \lambda_n^{\alpha,\beta}(c) = \frac{p_{n+1}^{(\alpha,\beta)}(c)}{p_{n+1}^{(\alpha,\beta)}(c)} \]

(35)

From (4) we obtain

\[ (x - c)q_n(c; x) = p_{n+1}^{(\alpha,\beta)}(x) - \lambda_n p_n^{(\alpha,\beta)}(x). \]
Taking derivatives with respect to $x$ in both hand sides of the above expression, and multiplying them by $1 - x^2$, we see that

$$(1 - x^2)q_n(c; x) + (x - c) (1 - x^2)D (q_n(c; x))$$

$$= (1 - x^2)D \left( p_n^{(\alpha,\beta)}(x) \right) - \lambda_n (1 - x^2)D \left( p_n^{(\alpha,\beta)}(x) \right).$$

Since

$$(1 - x^2)D \left( p_n^{(\alpha,\beta)}(x) \right) = a_n p_n^{(\alpha,\beta)}(x) + b_n p_{n-1}^{(\alpha,\beta)}(x),$$

where

$$a_n = a_n^{\alpha,\beta}(x) = \frac{-n[\beta - \alpha + (2n + \alpha + \beta)x]}{2n + \alpha + \beta},$$

$$b_n = b_n^{\alpha,\beta} = \frac{4n(n + \alpha)(n + \beta)(n + \alpha + \beta)}{(2n + \alpha + \beta)^2(2n + \alpha + \beta - 1)},$$

we obtain

$$(1 - x^2)q_n(c; x) + (x - c) (1 - x^2)D (q_n(c; x))$$

$$= a_{n+1} p_{n+1}^{(\alpha,\beta)}(x) + (b_{n+1} - \lambda_n a_n) p_n^{(\alpha,\beta)}(x) - \lambda_n b_n p_{n-1}^{(\alpha,\beta)}(x).$$

The three terms recurrence relation of monic Jacobi polynomials implies

$$(1 - x^2)q_n(c; x) + (x - c) (1 - x^2)D (q_n(c; x))$$

$$= [a_{n+1}(x - \beta_n) + b_{n+1} - \lambda_n a_n] p_n^{(\alpha,\beta)}(x) - (a_{n+1}\gamma_n + \lambda_n b_n) p_{n-1}^{(\alpha,\beta)}(x).$$

From (15) and (35),

$$p_n^{(\alpha,\beta)}(x) = q_n(c; x) - \frac{\gamma_n}{\lambda_{n-1}} q_{n-1}(c; x).$$

Then

$$(1 - x^2)q_n(c; x) + (x - c) (1 - x^2)D (q_n(c; x))$$

$$= [a_{n+1}(x - \beta_n) + b_{n+1} - \lambda_n a_n] q_n(c; x)$$

$$- \left[ (a_{n+1}(x - \beta_n) + b_{n+1} - \lambda_n a_n) \frac{\gamma_n}{\lambda_{n-1}} + a_{n+1}\gamma_n + \lambda_n b_n \right] q_{n-1}(c; x)$$

$$- \frac{\gamma_{n-1}}{\lambda_{n-2}} q_{n-2}(c; x).$$
From (22) for monic kernels,

\[(1 - x^2)q_n(c; x) + (x - c) (1 - x^2) D (q_n(c; x))\]

\[= [a_{n+1} (x - \beta_n) + b_{n+1} - \lambda_n a_n] q_n(c; x)\]

\[- \left( (a_{n+1} (x - \beta_n) + b_{n+1} - \lambda_n a_n) \frac{\gamma_n}{\lambda_{n-1}} + a_{n+1} \gamma_n + \lambda_n b_n \right) q_{n-1}(c; x)\]

\[+ (a_{n+1} \gamma_n + \lambda_n b_n) \frac{\gamma_{n-1}}{\lambda_{n-2}} (x - \beta_{n-1}) q_{n-1}(c; x) - q_n(c; x).\]

According to (23) and (35), we obtain

\[\frac{\tilde{\gamma}_{n-1}}{\gamma_{n-1}} = \frac{\lambda_{n-1}}{\lambda_{n-2}}.\]

Therefore

\[(1 - x^2)q_n(c; x) + (x - c) (1 - x^2) D (q_n(c; x))\]

\[= \left[ a_{n+1} (x - \beta_n) + b_{n+1} - \lambda_n a_n - (a_{n+1} \gamma_n + \lambda_n b_n) \frac{1}{\lambda_{n-1}} \right] q_n(c; x)\]

\[- \left( (a_{n+1} (x - \beta_n) + b_{n+1} - \lambda_n a_n) \frac{\gamma_n}{\lambda_{n-1}} + a_{n+1} \gamma_n + \lambda_n b_n \right) q_{n-1}(c; x)\]

\[+ (a_{n+1} \gamma_n + \lambda_n b_n) \frac{\gamma_{n-1}}{\lambda_{n-2}} (x - \beta_{n-1}) q_{n-1}(c; x) - q_n(c; x).\]

Thus

\[\phi(x) D(q_n(c; x)) = A(x, n) q_n(c; x) + B(x, n) q_{n-1}(c; x),\]

where

\[\phi(x) = (x - c) (1 - x^2),\]

\[A(x, n) = a_{n+1} (x - \beta_n) + b_{n+1} - \lambda_n a_n - (a_{n+1} \gamma_n + \lambda_n b_n) \frac{1}{\lambda_{n-1}} - 1 + x^2,\]

\[B(x, n) = (a_{n+1} (x - \beta_n) + b_{n+1} - \lambda_n a_n) \frac{\gamma_n}{\lambda_{n-1}} + a_{n+1} \gamma_n + \lambda_n b_n\]

\[- (a_{n+1} \gamma_n + \lambda_n b_n) \frac{x - \beta_{n-1}}{\lambda_{n-1}}.\]

Simplifying these expressions we have

\[A(x, n) = A_{n,0} + A_{n,1} x + A_{n,2} x^2\]

and

\[B(x, n) = B_{n,0} + B_{n,1} x + B_{n,2} x^2.\]
Notice that the Pearson equation for the linear functional associated with the measure
\[ d\mu_1(x) = (x - c)(1 - x)^\alpha (1 + x)^\beta \, dx \]
becomes
\[ D(\phi u_1) = \psi u_1, \]
with (see (19))
\[ \phi(x) = (x - c)\sigma(x) = (x - c)(1 - x^2), \]
\[ \psi(x) = 2\sigma(x) + (x - c)\tau(x) = 2(1 - x^2) + (x - c)(\beta - \alpha - (\alpha + \beta + 2)x), \]
which means that \( Q(x, n) \) is the following quadratic polynomial
\[
Q(x, n) = B(x, n) + c_n \left[ -2A(x, n) + \phi'(x) - \psi(x) + c_n \frac{B_{n-1,2}}{\tilde{\gamma}_{n-1}} - B(x, n - 1) \right] \\
= \left[ B_{n,2} + \left( \alpha + \beta + 1 - 2A_{n,2} + c_n \frac{B_{n-1,2}}{\tilde{\gamma}_{n-1}} \right) c_n \right] x^2 \\
+ \left\{ c_n^2 \frac{B_{n-1,1}}{\tilde{\gamma}_{n-1}} + B_{n,1} - [\alpha(c - 1) + \beta(c + 1) + 2A_{n,1}] c_n \right\} x \\
+ B_{n,0} - [2A_{n,0} + 1 + c(\alpha - \beta)]c_n + \frac{c_n^2 B_{n-1,0}}{\tilde{\gamma}_{n-1}}.
\]
Taking into account
\[ \frac{\psi(x)}{\phi(x)} = \frac{2}{x - c} - \frac{\alpha + 1}{1 - x} + \frac{\beta + 1}{1 + x}, \]
the electrostatic interpretation means that the equilibrium position for the zeros under the presence of an external potential
\[ \ln Q(x, n) - \ln (x - c)^2 (1 - x)^{\alpha+1} (1 + x)^{\beta+1}, \]
where the first one is a short range potential corresponding to two unit charges located at the zeros of \( Q(x, n) \) and the second one is a long range potential associated with a polynomial perturbation of the weight function.
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