Bases of the space of solutions of some fourth-order linear difference equations. Applications in rational approximation.
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It is very well known that a sequence of polynomials \( \{Q_n(x)\}_{n=0}^{\infty} \) orthogonal with respect to a Sobolev discrete inner product

\[
\langle f, g \rangle_S = \int_I fg d\mu + \lambda f'(0)g'(0), \quad \lambda \in \mathbb{R}^+, \tag{1}
\]

where \( \mu \) is a finite Borel measure and \( I \) is an interval of the real line, satisfies a five-term recurrence relation.

In this contribution we study other three families of polynomials which are linearly independent solutions of such a five term linear difference equation and, as a consequence, we obtain a polynomial basis of such a linear space. They constitute the analog of the associated polynomials in the standard case. Their explicit expression in terms of \( \{Q_n(x)\}_{n=0}^{\infty} \) using an integral representation is given. Finally, an application of these polynomials in rational approximation is shown.
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1. Introduction

Let \( \mu \) be a positive finite Borel measure supported on the real line and suppose that \( I = \text{supp}(\mu) \) is an infinite set of points. Let us define the inner product

\[
\langle f, g \rangle_{\mu} := \int_I f(x)g(x)d\mu(x),
\]

and the corresponding norm \( \|f\|_{\mu} = \sqrt{\langle f, f \rangle_{\mu}}. \) Obviously, (1) satisfies the identity

\[
\langle xf(x), g(x) \rangle_{\mu} = \langle f(x), xg(x) \rangle_{\mu}, \tag{2}
\]

i.e. the multiplication operator is symmetric with respect to the above inner product.

If \( \{P_n(x)\}_{n=0}^{\infty} \) is the sequence of monic orthogonal polynomials with respect to the inner product (1), a direct consequence of (2) is that \( \{P_n(x)\}_{n=0}^{\infty} \) satisfies a three term recurrence relation

\[
P_{n+1}(x) = (x - \eta_n)P_n(x) - \gamma_n P_{n-1}(x), \quad n \geq 0, \tag{3}
\]
A recurrence relation is closely related to a sequence of matrix polynomials satisfying a Taylor & Francis and I.T. Consultant
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\text{The recursion (3) plays an important role in the study of analytic and algebraic properties of orthogonal polynomials. In fact, this three term recurrence relation characterizes the orthogonality with respect to a measure. This result is known in the literature as Favard theorem (see [5]) and states that if a sequence of monic polynomials} \{p_n\}_{n=0}^{\infty} \text{ satisfies a three–term recurrence relation as (3), with} \eta \in \mathbb{R} \text{ and} \gamma \in \mathbb{R}_+, \text{ then there exists a positive Borel measure} \mu \text{ such that} \{p_n\}_{n=0}^{\infty} \text{ is orthogonal with respect to the inner product} (1).

\text{Note that} \ P_{n+1}^1 = |\mu|^{-1} \ \ P_n^1 \text{ is a sequence of monic polynomials satisfying the three term recurrence relation}

\text{with initial conditions} \ P_{-1}^1 = 0 \text{ and} \ P_0^1 = 1. \text{ According to the Favard theorem there exists a positive Borel measure} \nu \text{ such that} \{P_n^1\}_{n=0}^{\infty} \text{ is orthogonal with respect to the inner product}

\text{(see [12]).}

\text{It is well known that} \{P_n\} \text{ and} \{P_n^1\} \text{ satisfy}

\text{(1)} \quad P_n^1(z) = \frac{1}{|\mu|} \int_I \frac{P_{n+1}(z) - P_{n+1}(1)}{z - x} \, d\mu(x).

\text{(2)} \quad \text{If} \ I \text{ is a bounded interval,} \ \frac{P_n^1(z)}{P_n(z)} \xrightarrow{n \to \infty} \frac{1}{|\mu|} \int_I \frac{d\mu}{z - x}, \text{ uniformly on compact subsets of} \ C \setminus \text{supp}(\mu) \text{ (Markov theorem).}

\text{(3)} \quad \nu \text{ is an absolutely continuous measure with respect to} \mu \text{ (see [9, Theorem 3]).}

\text{(4)} \quad \text{Every solution of (4) can be written as} \ y_n = A(x)P_n(x) + B(x)P_{n-1}^1(x), \text{ where} \ A(x) \text{ and} \ B(x) \text{ are functions which can be explicitly given in terms of the initial conditions of (4).}

\text{In [2] the author proved that a sequence of polynomials satisfying a higher order recurrence relation is closely related to a sequence of matrix polynomials satisfying a
three term recurrence relation and that Favard’s theorem for matrix polynomials and Favard’s theorem for polynomials satisfying such a higher order recurrence relation are the same. Indeed, if \( \{r_n\}_{n=0}^{\infty} \) is a sequence of polynomials satisfying a recurrence relation like

\[
x^N r_n(x) = c_{n,0} r_n(x) + \sum_{k=1}^{N} (c_{n,k} r_{n-k}(x) + c_{n+k,k} r_{n-k}(x))
\]

where \( (c_{n,N})_{n=0}^{\infty} \) is a nonvanishing real sequence and \( (c_{n,k})_{n=0}^{\infty} \), with \( 0 \leq k \leq N - 1 \), are real numbers, assuming, as a convention, that if \( k < 0 \) then \( c_{n,k} = r_k(x) = 0 \). Notice that for \( N = 1 \), we get the three term recurrence relation (3). It is easy to prove that if the multiplication operator \( T_N \) defined in the linear space of polynomials \( P \) by \( T_N p(x) = x^N p(x) \) is selfadjoint for an inner product \( B \), then the set of orthonormal polynomials with respect to \( B \) satisfies a \( 2N + 1 \) recurrence relation. In [2] the integral representation for such an inner product is deduced. A characterization of general (non diagonal) discrete Sobolev inner products is given in an elegant way using that in such a case \( B(T_N p(x), T_1 q(x)) = B(T_1 p(x), T_N q(x)) \). In particular, the diagonal case appears if and only if the extra condition \( B(x^k, x^m) = B(1, x^{m+k}) \), when \( 1 \leq k, m \leq N - 1 \) and \( k \neq m \), holds.

Later on, in [3], by considering a general polynomial multiplication operator, the authors show that discrete Sobolev orthogonal polynomials are related to orthogonal matrix polynomials and they obtain the orthogonality matrix measure in terms of the parameters in the inner product. The advantage of this approach using matrix orthogonal polynomials is that the orthogonality conditions no longer require the evaluation of a function and their derivatives at several points.

On the other hand, in [4] the authors characterized discrete Sobolev inner products using another approach. The support of the discrete part of such an inner product is also deduced.

The aim of this paper is to analyze the set of solutions of the fourth order linear difference equation defined by the above five term recurrence relation when \( N = 2 \) and we assume that the bilinear functional \( B \) is defined by a particular case of discrete Sobolev inner product. We obtain a polynomial basis of such a linear subspace using a generalization of associated polynomials of order \( k \) with \( k = 1, 2, 3 \), for the sequence of discrete Sobolev orthonormal polynomials. This approach is quite different of the presented in [8] based on the generalization of the Taylor expansion of the above orthonormal polynomials.

The structure of the manuscript is as follows. In Section 2 we consider the five term recurrence relation that a sequence of monic polynomials, orthogonal with respect to a discrete Sobolev inner product, satisfies. We obtain a basis for the space of solutions of the corresponding fourth order linear difference equation. In Section 3, the location of the zeros of such orthogonal polynomials is deduced and we emphasize in their interlacing properties. Section 4 is focused on Gauss Quadrature formulas associated with the zeros of such orthogonal polynomials. Finally, in Section 5 we obtain some convergence results for a sequence of rational functions whose denominators are the above discrete Sobolev orthogonal polynomials. An estimate of their speed of convergence is given.
2. Five–term recurrence relations

Let \( \mu \) be a measure with the same properties as above and let introduce the Sobolev inner product

\[
\langle f, g \rangle_S := \int f(x)g(x)d\mu(x) + \lambda f'(0)g'(0), \quad \text{where} \quad \lambda \in \mathbb{R}^+,
\]

and the corresponding norm \( \|f\|_S = \sqrt{\langle f, f \rangle_S} \). Again it is straightforward to prove that

\[
\langle x^2f, g \rangle_S = \langle f, x^2g \rangle_S.
\]

Hence, the sequence of monic orthogonal polynomials with respect to (7), \( \{Q_n\}_{n=0}^{\infty} \), satisfies a five term recurrence relation (see [1] and [11]). Notice that this is a particular case of the problem analyzed in [7], where recurrence relations for polynomials orthogonal with respect to the discrete Sobolev inner product involving the \( k \)th order derivative at the point \( x = 0 \)

\[
\langle f, g \rangle_S := \int f(x)g(x)d\mu(x) + \lambda f^{(k)}(0)g^{(k)}(0), \quad \text{where} \quad \lambda \in \mathbb{R}^+,
\]

are studied.

Indeed,

\[
Q_{n+2}(x) = (x^2 - \beta_{n,0})Q_n(x) - \beta_{n,1}Q_{n+1}(x) - \beta_{n,-1}Q_{n-1}(x) - \alpha_n^2Q_{n-2}(x),
\]

with \( n \geq 2 \), and the initial conditions

\[
Q_{-2}(x) = 0, \quad Q_{-1}(x) = 0, \quad Q_0(x) = 1, \quad Q_1(x) = P_1(x) = x - a,
\]

where

\[
a = \frac{1}{|\mu|} \int x d\mu(x), \quad \alpha_n = \frac{\|Q_n\|_S}{\|Q_{n-2}\|_S}, \quad \text{and} \quad \beta_{n,k} = \frac{\langle x^2Q_n, Q_{n+k}\rangle_S}{\|Q_{n+k}\|_S^2}, \quad k = -1, 0, 1.
\]

Let \( \{R_n\}_{n=0}^{\infty} \) be the sequence of monic orthogonal polynomials with respect to the measure \( d\mu_2(x) = x^2d\mu(x) \). We define for \( k \in \mathbb{N} \) the \( k \)th associated polynomials \( \{R_n^{[k]}\}_{n=0}^{\infty} \) by the recurrence relations

\[
R_{n+1}^{[k]}(x) = (x - \eta_{n+k,2})R_n^{[k]}(x) - \gamma_{n+k,2}R_{n-1}^{[k]}(x),
\]

\[
\eta_{n+k,2} = \frac{1}{\|R_{n+k}\|_{\mu_2}^2} \int x R_{n+k}^{[2]}(x)d\mu_2(x), \quad \gamma_{n+k,2} = \frac{\|R_{n+k}\|_{\mu_2}^2}{\|R_{n+k-1}\|_{\mu_2}^2}, \quad \eta_0 = |\mu_2| = \mu_2(T),
\]

with initial conditions \( R_{-1}^{[k]} = 0, \ R_0^{[k]} = 1 \). Furthermore, the sequences of \( k \)th associated polynomials can be represented by the following formula (see [12, (2.13)])

\[
R_n^{[k]}(x) = \frac{1}{m_k} \int_{I} \frac{R_{n+k}(x) - R_{n+k}(t)}{x - t} R_{k-1}(t) d\mu_2(t), \quad \text{for} \quad k \in \mathbb{N} \quad \text{and} \quad n \geq 2,
\]

where \( m_k = \int_{I} R_{k-1}(t) d\mu_2(t) \). Additionally, by \( R_n^{[0]}(x) \) we denote the polynomial \( R_n(x) \). The next formula expresses the well-known relationship between \( k \)th associated polynomials

\[
R_{n-k}^{[k+1]}(x)R_{n-k}^{[k]}(x) - R_{n-k+1}^{[k]}(x)R_{n-k}^{[k+1]}(x) = \prod_{i=1}^{n-k} \gamma_{k+i,2} = \frac{\|R_n\|_{\mu_2}^2}{\|R_k\|_{\mu_2}^2} > 0.
\]
From the standard theory of orthogonal polynomials it is well known that a direct consequence of (11) and (12) is that the polynomial \( R_n^k \) does not have common zeros with the polynomials \( R_n^{k-1} \) and \( R_n^{k+1} \). Furthermore, from [12, (2.5)]

\[
R_n^{[i-1]}(x) = (x - \eta_{i-1,2})R_n^{[i]}(x) - \gamma_{i,2}R_n^{[i+1]}(x).
\]  

(13)

Now, we associate to the sequence \( \{Q_n\}_{n=0}^\infty \) the next three sequences of polynomials

\[
Q_n^{[i]}(x) = \frac{1}{m_i} \int_I Q_{n+i}(x) - Q_{n+i}(t) \frac{R_{i-1}(t)}{x-t} \, d\mu_2(t),
\]  

(14)

for \( i = 1, 2, 3 \) and \( n \geq 1 \). Additionally, by \( Q_n^{[0]}(x) \) we denote the polynomial \( Q_n(x) \). Note that \( Q_n^{[i]}(x) \) is a monic polynomial of degree \( n \), for \( i = 1, 2, 3 \).

**Theorem 2.1.** For \( n \geq 3 \), the sequences of monic polynomials \( \{Q_n^{[i]}\}_{n=0}^\infty \), where \( i = 0, 1, 2, 3 \), satisfy the following five term recurrence relations

\[
Q_n^{[i+2]}(x) = (x^2 - \beta_{n+i,0})Q_n^{[i]}(x) - \beta_{n+i,1}Q_{n+i+1}(x) - \beta_{n+i,-1}Q_{n+i-1}(x) - \alpha_{n+i}^2 Q_{n-2}^{[i]}(x),
\]  

(15)

respectively, with initial conditions \( Q_n^{[2]} - Q_n^{[1]} = 0 \), \( Q_n^{[0]} = 1 \), \( i = 0, 1, 2, 3 \), and

\[
Q_1^{[0]}(x) = P_1(x),
\]

\[
Q_1^{[i]}(x) = \frac{1}{m_i} \int_I Q_{i+1}(x) - Q_{i+1}(t) \frac{R_{i-1}(t)}{x-t} \, d\mu_2(t) \quad \text{for } i = 1, 2, 3.
\]

**Proof.** For \( i = 0 \) the recurrence relations (15) and (10) are the same. Suppose that \( i = 1, 2 \) or \( 3 \), hence by (10)

\[
x^2 Q_{n+i}(x) = Q_{n+i+2}(x) + \beta_{n+i,1}Q_{n+i+1}(x) + \beta_{n+i,0}Q_{n+i}(x) + \beta_{n+i,-1}Q_{n+i-1}(x) + \alpha_{n+i}^2 Q_{n-2}^{[i]}(x),
\]

\[
t^2 Q_{n+i}(t) = Q_{n+i+2}(t) + \beta_{n+i,1}Q_{n+i+1}(t) + \beta_{n+i,0}Q_{n+i}(t) + \beta_{n+i,-1}Q_{n+i-1}(t) + \alpha_{n+i}^2 Q_{n+i-2}(t).
\]

Subtracting these two relations, multiplying both sides of the equation by \( \frac{R_{i-1}(t)}{m_i(x-t)} \) and integrating on \( I \) with respect to \( d\mu_2(t) \), we get

\[
\int_I \frac{x^2 Q_{n+i}(x) - t^2 Q_{n+i}(t)}{m_i(x-t)} \, R_{i-1}(t) \, d\mu_2(t) = Q_n^{[i+2]}(x) + \beta_{n+i,1}Q_n^{[i]}(x) + \beta_{n+i,0}Q_n^{[i]}(x) + \beta_{n+i,-1}Q_n^{[i]}(x) + \alpha_{n+i}^2 Q_{n-2}^{[i]}(x).
\]

Adding and subtracting \( x^2 Q_{n+i}(t) \) in the numerator of the left side of the last equation and using the orthogonality condition, for \( n \geq 3 \) we get

\[
\frac{1}{m_i} \int_I \frac{x^2 Q_{n+i}(x) - t^2 Q_{n+i}(t)}{x-t} \, R_{i-1}(t) \, d\mu_2(t) = x^2 Q_n^{[i]}(x).
\]

\( \Box \)

Now, we recall the initial problem of this section, find a basis for the linear space of the polynomial solutions of the recurrence relation (10). This recurrence relation can be interpreted as a linear difference equation of fourth order in the following way:

\[
Y_{n+2} = (x^2 - \beta_n)Y_n - \beta_n Y_{n+1} - \beta_{n-1} Y_{n-1} - \alpha_n^2 Y_{n-2}, \quad n \geq 2,
\]  

(16)
where \( x \) is the parameter and \( Y_n : \mathbb{N} \to \mathbb{P} \) is a polynomial solution of (16). Let \( S \) be the linear space of polynomial solutions of (16) with dimension 4. Consider the following systems of polynomials

\[ Y_{n,0} = Q_n^0(x), \quad Y_{n,1} = Q_n^1(x), \quad Y_{n,2} = Q_{n-2}^2(x) \quad {\text{and}} \quad Y_{n,3} = Q_{n-3}^3(x). \]

**Theorem 2.2.** The set of the four sequences \( \{Y_{n,0}\}_{n=0}^\infty, \{Y_{n,1}\}_{n=0}^\infty, \{Y_{n,2}\}_{n=0}^\infty, \{Y_{n,3}\}_{n=0}^\infty \) is a basis of \( S \).

**Proof.** From Theorem 2.1 it is straightforward to prove that \( \{Y_{n,k}\}_{n=0}^\infty, k = 0, 1, 2, 3, \) are solutions of (16), with initial conditions

\[
\begin{align*}
Y_{0,0} &= 1, & Y_{1,0} &= Q_{1}(x), & Y_{2,0} &= Q_{2}(x), & Y_{3,0} &= Q_{3}(x), \\
Y_{0,1} &= 0, & Y_{1,1} &= 1, & Y_{2,1} &= Q_{1}^{[1]}(x), & Y_{3,1} &= Q_{2}^{[1]}(x), \\
Y_{0,2} &= 0, & Y_{1,2} &= 0, & Y_{2,2} &= 1, & Y_{3,2} &= Q_{2}^{[2]}(x), \\
Y_{0,3} &= 0, & Y_{1,3} &= 0, & Y_{2,3} &= 0, & Y_{3,3} &= 1.
\end{align*}
\]

Hence it is easy to see that the solutions \( \{Y_{n,0}\}_{n=0}^\infty, \{Y_{n,1}\}_{n=0}^\infty, \{Y_{n,2}\}_{n=0}^\infty, \) and \( \{Y_{n,3}\}_{n=0}^\infty \) are linearly independent.

**Theorem 2.3.** For \( i = 0, 1, 2 \) or 3 and all \( n > 2 + i \), the following relation holds

\[
Q_{n-i}^{[i]}(x) = R_{n-i}^{[i]}(x) + a_n R_{n-i-1}^{[i]}(x) + b_n R_{n-i-2}^{[i]}(x),
\]

where

\[
b_n = \frac{||Q_n||_S^2}{||R_{n-2}||_{\mu_2}^2} \neq 0 \quad {\text{and}} \quad a_n \in \mathbb{R}.
\]

**Proof.** For \( i = 0, \) (17) is a direct consequence of the orthogonality properties of \( Q_n \) with respect to \( \langle \cdot, \cdot \rangle_S \) and \( R_n \) with respect to \( \langle \cdot, \cdot \rangle_{\mu_2} \). Hence

\[
Q_n(x) - Q_n(t) = (R_n(x) - R_n(t)) + a_n (R_{n-1}(x) - R_{n-1}(t)) + b_n (R_{n-2}(x) - R_{n-2}(t)).
\]

Multiplying both sides of the equation by \( \frac{\hat{R}_{n-1}(t)}{m_{i}(x - t)} \) and integrating on \( I \) with respect to the measure \( d\mu_2(t) \) we obtain (17) for \( i = 1, 2, 3. \)

**Corollary 2.4.** For \( i = 0, 1, 2 \) or 3 and all \( n > 2 + i \) the following relation holds

\[
Q_{n-i}^{[i]}(x) = (x - \tilde{\eta}_{n-1}) R_{n-i-1}^{[i]}(x) - \tilde{\gamma}_{n-1} R_{n-i-2}^{[i]}(x),
\]

where \( \tilde{\eta}_{n-1} = \eta_{n-1} + a_n \) and \( \tilde{\gamma}_{n-1} = \gamma_{n-1} - b_n \). Furthermore, the polynomials \( Q_{n-i}^{[i]} \) and \( R_{n-i-1}^{[i]} \) are coprime.

**Proof.** From (11), \( R_{n-i-1}^{[i]}(x) = (x - \eta_{n-1}) R_{n-i-1}^{[i]}(x) - \gamma_{n-1} R_{n-i-2}^{[i]}(x) \) and substituting \( R_{n-i-1}^{[i]}(x) \) in (17) we have (19). Note that \( \tilde{\gamma}_{n-1} = ||R_{n-2}||_{\mu_2}^2 C_{n,1} \neq 0 \) and obviously the polynomials \( Q_{n-i}^{[i]} \) and \( R_{n-i-1}^{[i]} \) are coprime.

**Theorem 2.5.** The following relation holds

\[
Q_{n-i-1}^{[i+1]}(x) R_{n-i-1}^{[i]}(x) - Q_{n-i}^{[i]}(x) R_{n-i-2}^{[i+1]}(x) = C_{n,i} \neq 0, \quad n \geq 3,
\]

where \( C_{n,i} = \frac{||R_{n-1}||_{\mu_2}^2 - ||Q_n||_{S_2}^2}{||R_i||_{\mu_2}^2}, i = 0, 1, 2, 3. \)
Lemma 3.2. Let \( \{Q_{n}(x)\}_{n=0}^{\infty} \) be the monic orthogonal polynomial sequence associated with the Sobolev product (7), then
\[
\lambda Q_{n}^{\prime}(0) = -\int_{I} xQ_{n}(x) d\mu(x).
\]
With these assumptions, we get

**Theorem 3.4.** The zeros of the polynomial \( Q_n^{[i]} \) separate the zeros of the polynomial \( Q_{n-1}^{[i+1]} \), \( i = 0, 1, 2 \), in the following way

\[
x_n^{[i]} < x_{n-1}^{[i+1]} < x_{n-1}^{[i]} < x_n^{[i+1]} < x_{n-2}^{[i]} < \cdots < x_{n-3}^{[i]} < \cdots < x_{n-1,n-1}^{[i]} < x_{n,n}^{[i]}, \tag{22}
\]

where \( x_n^{[i]} < x_{n-1}^{[i]} < \cdots < x_{n,n}^{[i]} \) and \( x_{n-1}^{[i]} < x_{n-1,n-1}^{[i]} < \cdots < x_{n-1,n}^{[i]} \) are the zeros of \( Q_n^{[i]} \) and \( Q_{n-1}^{[i+1]} \), respectively.

**Proof.** It is enough to prove the result for \( i = 0 \).

Then from (20) and Lemma 3.1

\[
x_{n,0} = -1 < z_{n-1,1} < x_{n,1} < z_{n-2,2} < x_{n,2} < \cdots < z_{n-1,n-1} < 0 < x_{n,n},
\]

we have that

\[
Q_{n-1}^{[1]}(x_{n,k})R_{n-1}(x_{n,k}) = Q_{n-1}^{[1]}(x_{n,k+1})R_{n-1}(x_{n,k+1}), \quad k = 0, \ldots, n - 1.
\]

As it is very well known, \( R_{n-1}(x_{n,k}) \) and \( R_{n-1}(x_{n,k+1}) \) have opposite signs. So, \( Q_{n-1}^{[1]}(x_{n,k}) \) and \( Q_{n-1}^{[1]}(x_{n,k+1}) \) also have opposite signs, then \( Q_{n-1}^{[1]} \) has one zero between \( x_{n,k} \) and \( x_{n,k+1} \). \( Q_{n-1}^{[1]} \) cannot have more than one zero between \( x_{n,k} \) and \( x_{n,k+1} \).

Then we have (22). \( \square \)

4. Gauss Jacobi Quadrature Formulas

**Theorem 4.1.** Let \( Q_n(x) \) be the monic orthogonal polynomial of degree \( n \) with respect to the Sobolev inner product (7) and \( x_{n,1} < x_{n,2} < \cdots < x_{n,n} \) its zeros. Then for all polynomial of degree at most \( 2n - 3 \), \( P_{2n-3}(x) \), we have

\[
\int_I P_{2n-3}(x) d\mu_2(x) = \sum_{i=1}^{n} \lambda_{n,i} P_{2n-3}(x_{n,i}), \tag{23}
\]

where

\[
\lambda_{n,i} = \int_I \frac{Q_n(x) d\mu_2(x)}{Q_n^{[1]}(x_{n,i})(x-x_{n,i})}. \tag{24}
\]

**Proof.** Let \( \mathcal{L}_{n-1} \) be the Lagrange polynomial that interpolates \( P_{2n-3}(x) \) in the \( n \) zeros of the monic orthogonal polynomial \( Q_n \), i.e.,

\[
\mathcal{L}_{n-1}(x) = \sum_{i=1}^{n} P_{2n-3}(x_{n,i}) \frac{Q_n(x)}{Q_n^{[1]}(x_{n,i})(x-x_{n,i})}.
\]

Then

\[
x^2 P_{2n-3}(x) - x^2 \mathcal{L}_{n-1}(x) = x^2 Q_n(x) s_{n-3}(x),
\]

where \( s_{n-3} \) is a polynomial of degree at most \( n - 3 \). From the orthogonality

\[
\int_I x^2 (P_{2n-3}(x) - \mathcal{L}_{n-1}(x)) d\mu(x) = \int_I x^2 Q_n(x) s_{n-3}(x) d\mu(x) = 0.
\]

Then

\[
\int_I P_{2n-3}(x) d\mu_2(x) = \sum_{i=1}^{n} P_{2n-3}(x_{n,i}) \left( \int_I \frac{Q_n(x) d\mu_2(x)}{Q_n^{[1]}(x_{n,i})(x-x_{n,i})} \right).
\]

\( \square \)
Let us consider the particular case, for \( k = 1, \ldots, n - 1 \), when

\[
P_{2n-3}(x) = \left( \frac{Q_n(x)}{Q'_n(x_n,k)(x - x_{n,k})} \right)^2 \frac{1}{x - x_{n,n}}.
\]

Thus

\[
\int I \left( \frac{Q_n(x)}{Q'_n(x_n,k)(x - x_{n,k})} \right)^2 \frac{1}{x - x_{n,n}} d\mu_2(x) = \frac{\lambda_{n,k}}{x_{n,k} - x_{n,n}}.
\]

In other words,

\[
\lambda_{n,k} = \int I \left( \frac{Q_n(x)}{Q'_n(x_n,k)(x - x_{n,k})} \right)^2 \frac{x_{n,k} - x_{n,n}}{x - x_{n,n}} d\mu_2(x) > 0; \quad k = 1, \ldots, n - 1.
\]

For \( k = n \), let consider the polynomial

\[
P_{2n-3}(x) = \left( \frac{Q_n(x)}{Q'_n(x_n,n)(x - x_{n,n})} \right)^2 \frac{1}{x - x_{n,1}}.
\]

We have that

\[
\int I \left( \frac{Q_n(x)}{Q'_n(x_n,n)(x - x_{n,n})} \right)^2 \frac{1}{x - x_{n,1}} d\mu_2(x) = \frac{\lambda_{n,n}}{x_{n,n} - x_{n,1}},
\]

or, equivalently,

\[
\lambda_{n,n} = \int I \left( \frac{Q_n(x)}{Q'_n(x_n,n)(x - x_{n,n})} \right)^2 \frac{x_{n,n} - x_{n,1}}{x - x_{n,1}} d\mu_2(x).
\]

5. Markov Theorem

**Proposition 5.1.** Let \( \{Q_n(x)\}_{n=0}^\infty \) be the monic orthogonal polynomial sequence with respect to the Sobolev inner product \( (7) \). If \( I = [\alpha, \beta], \beta < 0 \), is bounded, then

\[
\frac{Q_{n-1}^[1](x)}{Q_n(x)} = \sum_{k=1}^{n} \frac{\lambda_{n,k}}{|\mu_2|(x - x_{n,k})},
\]

where \( \lambda_{n,k} \) are the Christoffel coefficients defined by (24), \( x_{n,k} \) with \( k = 1, \ldots, n \), are the zeros of \( Q_n \), and \( |\mu_2| \) is the moment of second order with respect to the measure \( \mu \).

**Proof.** \( I \) is bounded, then from the previous results we have that the zeros of \( Q_n \) are simple and at least \( n - 1 \) are in the interior of \( I \). Thus

\[
\frac{Q_{n-1}^[1](x)}{Q_n(x)} = \sum_{k=1}^{n} \frac{b_{n,k}}{x - x_{n,k}} \quad \text{with} \quad b_{n,k} = \lim_{x \to x_{n,k}} (x - x_{n,k}) \frac{Q_{n-1}^[1](x)}{Q_n(x)}.
\]

But,

\[
b_{n,k} = \lim_{x \to x_{n,k}} \frac{x - x_{n,k}}{Q_n(x)} Q_{n-1}^[1](x) = \lim_{x \to x_{n,k}} \frac{x - x_{n,k}}{Q_n(x)} \lim_{x \to x_{n,k}} Q_{n-1}^[1](x)
\]

\[
= \frac{1}{|\mu_2|Q'_n(x_n,k)} \int_I \frac{Q_n(t)}{t-x_{n,k}} t^2 d\mu(t) = \frac{1}{|\mu_2|} \int_I \frac{Q_n(t)}{(t-x_{n,k})Q'_n(x_n,k)} t^2 d\mu(t)
\]

\[
= \frac{\lambda_{n,k}}{|\mu_2|}.
\]

□
Proposition 5.2. Under the hypotheses of Proposition 5.1, the sequence of rational functions \( \left\{ \frac{Q_{n-1}^{[1]}(x)}{Q_n(x)} \right\}_{n=1}^\infty \) is uniformly bounded in \( \mathbb{C} \setminus A \) where \( A \) is the convex hull of the set of the zeros of all the polynomials \( Q_n(x), \ n > 0 \).

Proof. First, we prove that \( \sum_{k=1}^{n-1} \lambda_{nk} \leq M|\mu_2| \), with \( M > 1 \). For that, we use the Gauss Jacobi Quadrature Formula when \( P_{2n-3}(x) = -x + x_{n,n} \). Thus,

\[
\int_I x^2 (-x + x_{n,n}) d\mu(x) = \sum_{k=1}^{n} \lambda_{n,k} (-x_{n,k} + x_{n,n})
\]

But, by Lemma 3.1,

\[
\sum_{k=1}^{n-1} \lambda_{n,k} (-x_{n,k} + x_{n,n}) \geq d \sum_{k=1}^{n-1} \lambda_{n,k} \text{ with } d = |x_{n,n} - \beta|
\]

where \( \beta \) represents the right end point of \( I \). So,

\[
\sum_{k=1}^{n-1} \lambda_{n,k} \leq \frac{1}{d} \left( \int_I x^2 (-x + x_{n,n}) d\mu(x) \right)_{\leq d'}
\]

where \( d' = |x_{n,n} - \alpha| \) and \( \alpha \) denotes the left end point of \( I \).

Then we have that

\[
\sum_{k=1}^{n-1} \lambda_{nk} \leq \frac{d'}{d} |\mu_2|.
\]

Now, to prove that the sequence \( \left\{ \frac{Q_{n-1}^{[1]}(x)}{Q_n(x)} \right\}_{n=1}^\infty \) is uniformly bounded, we choose a compact set \( K \subset \mathbb{C} \setminus A \). By Proposition 5.1 we have that

\[
\left| \frac{Q_{n-1}^{[1]}(x)}{Q_n(x)} \right| = \sum_{k=1}^{n} \frac{\lambda_{n,k}}{|\mu_2|(x - x_{n,k})} \leq \sum_{k=1}^{n-1} \frac{\lambda_{n,k}}{|\mu_2|(x - x_{n,k})} + \frac{\lambda_{n,n}}{|\mu_2|(x - x_{n,n})}
\]

\[
\leq \frac{1}{D|\mu_2|} \left( 2 \sum_{k=1}^{n-1} \lambda_{n,k} - |\mu_2| \right) \leq \frac{1}{D} \left( 2 \frac{d'}{d} - 1 \right), \text{ where } D = \min_{x \in A, y \in K} |x - y|.
\]

Notice that \( D > 0 \) since \( K \) is a compact set and \( A \) is a closed set. \( \square \)

Definition 5.3. Let \( \mu \) be a positive Borel measure supported on \( I \). The Markov type function associated with \( \mu \) is the function

\[
\tilde{\mu}(x) = \frac{1}{|\mu_2|} \int_I t^2 d\mu(t) x - t.
\]

The next result gives a relation between the Markov type functions, the monic orthogonal polynomials with respect to the Sobolev inner product (7) and its associated polynomials of the first kind for \( i = 1 \).
Proposition 5.4. Let \( \mu \) be a positive Borel measure supported on \( I \) and \( Q_n(x) \) and \( Q_n^{[1]}(x) \) defined as above. Then

\[
\tilde{\mu}(x) - \frac{Q_n^{[1]}(x)}{Q_n(x)} = \frac{1}{|\mu_2|} \int_I \frac{Q_n(t)}{Q_n(x)} \frac{t^2 d\mu(t)}{x-t} = O\left(\frac{1}{x^{2n-1}}\right).
\]

Proof. Using the definition of \( Q_n^{[1]}(x) \), we have

\[
Q_n^{[1]}(x) = \frac{1}{|\mu_2|} \int_I \frac{Q_n(x) - Q_n(t)}{x-t} t^2 d\mu(t)
= Q_n(x) \frac{1}{|\mu_2|} \int_I \frac{t^2}{x-t} d\mu(t) - \frac{1}{|\mu_2|} \int_I \frac{Q_n(t) t^2}{x-t} d\mu(t)
= Q_n(x) \tilde{\mu}(x) - \frac{1}{|\mu_2|} \int_I \frac{Q_n(t) t^2}{x-t} d\mu(t).
\]

Thus,

\[
\frac{Q_n^{[1]}(x)}{Q_n(x)} = \tilde{\mu}(x) - \frac{1}{|\mu_2|} \int_I \frac{Q_n(t) t^2 d\mu(t)}{x-t}.
\]

From this last relation we have the first equality. To obtain the second one we use the orthogonality condition

\[
\left\langle Q_n(t), \frac{(Q_n-2(x) - Q_n-2(t)) t^2}{|\mu_2|(x-t)} \right\rangle_s = 0.
\]

From this we get

\[
\int_I Q_n(t) \frac{Q_n-2(x) - Q_n-2(t)}{|\mu_2|(x-t)} t^2 d\mu(t) = 0
\]

\[
\frac{1}{|\mu_2|} \int_I \frac{Q_n(t) Q_n-2(x) t^2}{x-t} d\mu(t) = \frac{1}{|\mu_2|} \int_I \frac{Q_n(t) Q_n-2(t) t^2}{x-t} d\mu(t)
= \frac{1}{|\mu_2|} \int_I \frac{Q_n(t) Q_n-2(t) t^2}{x-t} d\mu(t).
\]

\[
\square
\]

Theorem 5.5. (Markov’s Theorem) Let assume that \( I \) is a compact set. Then the sequence of rational functions \( \left\{ \frac{Q_n^{[1]}(x)}{Q_n(x)} \right\}_{n=1}^\infty \) is uniformly convergent to \( \tilde{\mu} \) in every compact subset of \( \overline{C} \setminus A \) where \( A \) is convex hull of the set of the zeros of \( Q_n(x) \) for every \( n > 0 \).

Proof. From the second equality in Proposition 5.4 we have that

\[
\tilde{\mu}(z) - \frac{Q_n^{[1]}(z)}{Q_n(z)} = O\left(\frac{1}{z^{2n-1}}\right), \quad z \to \infty.
\]

Let us consider

\[
l_\rho = \{z : |\varphi(z)| = \rho\},
\]

where \( \varphi \) is the conformal representation of \( \overline{C} \setminus A \) onto \( \{w \in C : |w| > 1\} \) such that \( \varphi(\infty) = \infty, \quad \varphi'(\infty) > 0 \). Of course,
\[
\tilde{\mu}(z) - \frac{Q_{n-1}^{[1]}(z)}{Q_n(z)} \varphi^{2n-1}(z) \in H(\mathbb{C} \setminus A),
\]
since \( \varphi \) has a simple zero at \( z = \infty \). On the other hand,

\[
sup_{z \in \mathbb{D}_\rho} \left| \frac{\tilde{\mu}(z) - Q_{n-1}^{[1]}(z)}{Q_n(z)} \varphi^{2n-1}(z) \right| \leq \frac{C_{l_\rho}}{\rho^{2n-1}},
\]
since the sequence \( \left\{ \frac{Q_{n-1}^{[1]}(z)}{Q_n(z)} \right\}_{n=1}^\infty \) is uniformly bounded over compact subsets of \( \overline{\mathbb{C}} \setminus A \). According to the maximum principle, the function is bounded in every disk \( D_\rho = \{ z : |\varphi(z)| < \rho \} \).

Let \( K \) be any compact set on \( \overline{\mathbb{C}} \setminus A \). Taking \( \rho \) close enough to 1, we have that \( K \subset D_\rho \) and, then, for \( z \in K \)

\[
\sup_{z \in K} \left| \frac{\tilde{\mu}(z) - Q_{n-1}^{[1]}(z)}{Q_n(z)} \varphi^{2n-1}(z) \right| \leq C_{l_\rho} \left( \frac{\|\varphi\|_K}{\rho} \right)^{2n-1} \to 0, \quad (25)
\]
which proves the statement.

We shall notice that we can estimate the speed of convergence in the above rational approximation.

Indeed, taking the 2\( n \)th root in (25) we get

\[
\limsup_n \left\| \frac{\tilde{\mu}(z) - Q_{n-1}^{[1]}(z)}{Q_n(z)} \right\|_K^{1/2n} \leq \frac{\|\varphi\|_K}{\rho},
\]
for all \( \rho \) sufficiently close to 1. Finally, taking into account that \( \rho \) converges to 1, we obtain

\[
\limsup_n \left\| \frac{\tilde{\mu}(z) - Q_{n-1}^{[1]}(z)}{Q_n(z)} \right\|_K^{1/2n} \leq \|\varphi\|_K < 1. \quad (26)
\]
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