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In this contribution, we deal with analytic properties of sequences of polynomials orthogonal with respect to a Sobolev-type inner product 
\[ \langle f, g \rangle_S := \int_T f(z)g(z) \, d\mu(z) + \lambda f^{(j)}(\alpha)g^{(j)}(\alpha), \quad \alpha \in \mathbb{C}, \lambda \in \mathbb{R}^+ \setminus \{0\}, j \in \mathbb{N}, \]

where \( \mu \) is a non-trivial probability measure supported on the unit circle. We focus our attention on the outer relative asymptotics of these polynomials in terms of those associated with the measure \( \mu \). The behaviour of their zeros in terms of the parameter \( \lambda \) is studied in some illustrative examples.
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1. Introduction

Let \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \) be the open unit disc, and let \( d\mu \) be a non-trivial probability measure supported on \( \mathbb{T} = \{ z \in \mathbb{C} : |z| = 1 \} \). It is a very well-known fact (see [8,16,17], among others) that there exists a sequence of polynomials \( \{ \phi_n \}_{n \geq 0} \) with \( \deg \phi_n = n \) such that

\[ \int_{\mathbb{T}} \phi_m(z)\overline{\phi_n(z)} \, d\mu(z) = \delta_{m,n}, \]

where \( \delta_{m,n} \) is the Kronecker delta. \( \{ \phi_n \}_{n \geq 0} \) is said to be the sequence of orthonormal polynomials with respect to the measure \( d\mu \). The polynomial \( K_n(z,y) = \sum_{k=0}^{n} \phi_k(z)\overline{\phi_k(y)} \) is called the
reproducing kernel associated to \( \{\phi_n\}_{n \geq 0} \). It has an explicit expression
\[
K_n(z, y) = \frac{\phi_{n+1}^*(z)\phi_{n+1}^*(y) - \phi_{n+1}(z)\phi_{n+1}(y)}{1 - y z},
\]
called the Christoffel–Darboux formula. We will denote by \( K_n^{(k,j)}(z, y) \) the \( k \)th (resp. \( j \)th) derivative of \( K_n(z, y) \) with respect to the variable \( z \) (resp. \( y \)). The corresponding sequence of monic orthogonal polynomials will be denoted by \( \{\Phi_n\}_{n \geq 0} \). They satisfy the following forward and backward recurrence relations (see [17]):
\[
\Phi_{n+1}(z) = z\Phi_n(z) + \Phi_{n+1}(0)\Phi_n^*(z), \quad n \geq 0,
\]
\[
\Phi_{n+1}(z) = (1 - |\Phi_{n+1}(0)|^2)z\Phi_n(z) + \Phi_{n+1}(0)\Phi_{n+1}^*(z), \quad n \geq 0,
\]
where \( \Phi_n^*(z) = z^n\Phi_n(1/z) \) is the reversed polynomial and \( \{\Phi_n(0)\}_{n \geq 1} \) are the so-called Verblunsky (reflection) coefficients. The measure \( d\mu \) can be decomposed into a part that is purely absolutely continuous with respect to the Lebesgue measure and a singular part, i.e. \( d\mu(\theta) = \mu'(\theta)(d\theta/2\pi) + d\mu_s(\theta) \). In the literature, two important families of measures are considered.

**DEFINITION 1.1** \( \mu \) belongs to the Nevai class \( \mathcal{N} \) (see [13] and [14]), if
\[
\lim_{n \to \infty} |\phi_{n+1}(0)| = 0. \tag{1}
\]

**DEFINITION 1.2** \( \mu \) belongs to the Szegő class \( \mathcal{S} \), (see [8]), if
\[
\int_{-\pi}^{\pi} \log \mu'(\theta) \, d\theta > -\infty. \tag{2}
\]

Note that \( \mathcal{S} \subset \mathcal{N} \). Furthermore, \( \mu \in \mathcal{S} \) if and only if \( \sum_{n=0}^{\infty} |\phi_{n+1}(0)|^2 < +\infty \) (see [16]). On the other hand, if \( \mu \in \mathcal{S} \), then the Szegő function, \( D(z, \mu') \) is defined by
\[
D(z, \mu') = \exp \left( \frac{1}{4\pi} \int e^{i\theta} + \frac{z}{e^{i\theta} - z} \log \mu'(\theta) \, d\theta \right), \quad |z| < 1.
\]

Otherwise, we set \( D(z, \mu') \equiv 0 \).

The relation between these classes can be viewed using the results in [12]. If \( \mu \in \mathcal{S} \), then it has a normal \( L^2 \)-derivative behaviour, i.e.
\[
\lim_{n \to \infty} \left( \int \frac{|\phi_n'(e^{i\theta})|^2}{n^2} \, d\mu(\theta) \right)^{1/2} = 1,
\]
and then \( \mu \in \mathcal{N} \).

On the other hand, if \( \mu \in \mathcal{N} \),
\[
\left| \frac{\Phi_n(z)}{\Phi_{n-1}(z)} - z \right| \leq |\Phi_n(0)|, \quad |z| \geq 1.
\]
Thus, \( \lim_{n \to \infty} (\Phi_n(z)/\Phi_{n-1}(z)) = z \), uniformly in compact subsets of \( |z| > 1 \). This asymptotics was obtained under much weaker conditions. A well-known result (see [15]) says that any measure that satisfies a Lipschitz condition with some positive exponent, i.e.
\[
\frac{d\mu(z)}{|dz|} = \mu'(z) \quad \text{with } \mu'(z) > 0 \quad \text{a.e. for } z \in \mathbb{T},
\]
satisfies (1). Then, the Lipschitz condition is a sufficient condition for a measure in order to belong to the \( \mathcal{N} \) class.
In this paper, we will consider the following discrete Sobolev inner product for nontrivial probability measures supported on the unit circle

\[ \langle f, g \rangle_S := \int_{\mathbb{T}} f(z) \overline{g(z)} \, d\mu(z) + \lambda f^{(j)}(\alpha) g^{(j)}(\alpha), \quad \alpha \in \mathbb{C}, \lambda \in \mathbb{R}^+ \setminus \{0\}, \ j \in \mathbb{N}, \]  

(3)

where \( f \) and \( g \) are in the Sobolev space

\[ W^{j,2}[\mathbb{T}; \mu] = \{ f \in C_j(\mathbb{T}) \cap L^2[\mathbb{T}; \mu] : f^{(j)} \in L^2[\mathbb{T}; \mu] \}. \]

Here, \( C_j(\mathbb{T}) \) denotes the function space containing all functions \( f : \mathbb{T} \to \mathbb{C} \) such that \( f \in C^{j-2} \) and \( f^{(j-1)} \) is absolutely continuous on \( \mathbb{T} \). Equation (3) is a particular case of the more general discrete Sobolev inner product

\[ \langle f, g \rangle = \int_{\Gamma} f(z) \overline{g(z)} \, d\mu(z) + f(Z) Ag(Z)^t, \]

(4)

where \( f(Z) = (f(z_1), \ldots, f^{(l_1)}(z_1), \ldots, f(z_m), \ldots, f^{(l_m)}(z_m)) \), \( \Gamma \) is any rectifiable Jordan curve on the complex plane, \( A \) is a \( M \times M \) positive definite Hermitian matrix, with \( M = l_1 + \cdots + l_m + m \), and \( z_i \in \mathbb{C} \). Note that, since \( A \) is a positive definite matrix, there exists a family of polynomials orthogonal with respect to (4). Most of the literature existing on the subject has been devoted to the study of the asymptotic behaviour of the family of orthogonal polynomials with respect to (4). For instance, in [2], the authors focus the attention on the case where the points \( z_i \notin \Gamma \), and obtain (among other results) the asymptotic behaviour of the ratio of the leading coefficients of both families of polynomials, as well as the relative asymptotics of their derivatives. On the other hand, in [3,6,10], the authors consider the case when \( \Gamma \) is the unit circle, and \( |z_i| > 1 \), and develop a similar analysis. Finally, Foulquié Moreno et al. [7] deals with the case \( \Gamma = \mathbb{T} \), but the authors consider points \( |z_i| = 1 \).

The structure of the manuscript is as follows. Section 2 contains some preliminary results concerning asymptotic properties of a family of orthogonal polynomials with respect to a nontrivial probability measure supported on the unit circle and their derivatives, which will be useful in the analysis of the asymptotic properties of the family of polynomials orthogonal with respect to (3). Section 3 deals with the relations between the families of orthogonal polynomials, moments, and Toeplitz-like matrices associated with (3) and \( \mu \), respectively. In Section 4, we present some asymptotic results for the polynomials orthogonal with respect to (3). We focus our attention on the asymptotics of the ratio of the leading coefficients and the relative asymptotics of the polynomials, for \( \alpha \in \mathbb{C} \). We also state some asymptotics for their norms. Although most of the results of this section are known, some of the proofs presented here are new. Finally, in Section 5, we analyse the location of the zeros of the polynomials orthogonal with respect to (3). Some examples for two illustrative case of nontrivial measures are analyzed. Note that there is not a well-stated theory for zeros of these Sobolev orthogonal polynomials, in contrast with the case of the real line [1,11].

2. Asymptotic properties of the derivatives of \( \phi_n \)

We state the following preliminary result, which we will use in the sequel.

**Lemma 2.1** [9] *Let \( p \) and \( q \) be two polynomials in \( \mathbb{P} \) with degrees at least \( k \). Then*

\[
\frac{p^{(k)}(z)}{q^{(k)}(z)} = \frac{q^{(k-1)}(z)}{p^{(k-1)}(z)} \left( \frac{p^{(k-1)}(z)}{q^{(k-1)}(z)} \right)' + \frac{p^{(k-1)}(z)}{q^{(k-1)}(z)}.
\]
Using the previous lemma, the outer ratio asymptotics for the derivatives of orthogonal polynomials are deduced.

**Proposition 2.2** If \( \mu \in \mathcal{N} \), then

\[
\lim_{n \to \infty} \frac{\phi_{n+1}^{(j)}(z)}{\phi_n^{(j)}(z)} = z \quad \text{and} \quad \lim_{n \to \infty} \frac{\phi_n^{(j)}(z)}{\phi_{n+1}^{(j+1)}(z)} = 0, \quad j = 0, 1, \ldots
\]

uniformly in \( \mathbb{C} \setminus \overline{D} \).

**Proof** According to Lemma 2.1,

\[
\frac{\phi_{n+1}^{(j)}(z)}{\phi_n^{(j)}(z)} = \frac{\phi_{n}^{(j-1)}(z)}{\phi_n^{(j)}(z)} \left( \frac{\phi_{n}^{(j-1)}(z)}{\phi_{n}^{(j-1)}(z)} \right)' + \frac{\phi_{n+1}^{(j-1)}(z)}{\phi_n^{(j)}(z)}.
\]

(5)

Using induction in \( j \), we obtain

\[
\lim_{n \to \infty} \frac{\phi_{n+1}^{(j-1)}(z)}{\phi_n^{(j-1)}(z)} = 1 \quad \text{and} \quad \lim_{n \to \infty} \frac{\phi_n^{(j-1)}(z)}{\phi_n^{(j)}(z)} = 0
\]

uniformly in \( \mathbb{C} \setminus \overline{D} \). Therefore, if \( n \) tends to infinity in (5), the result follows.

**Corollary 2.3** If \( \mu \in \mathcal{N} \), then

\[
\lim_{n \to \infty} \frac{\phi_n^{(j)}(z)}{\phi_n^{(j)}(z)} = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{K_n^{(k,l)}(z, \zeta)}{\phi_n^{(k)}(z) \phi_n^{(l)}(\zeta)} = 0, \quad l < k \in \mathbb{N}, \ r < j \in \mathbb{N}
\]

uniformly in \( \mathbb{C} \setminus \overline{D} \).

**Proof** From Lemma 2.1, we have

\[
\frac{\phi_n^{(j)}(z)}{\phi_n^{(j)}(z)} = \frac{\phi_n^{(j-1)}(z)}{\phi_n^{(j)}(z)} \left( \frac{\phi_n^{(j-1)}(z)}{\phi_n^{(j-1)}(z)} \right)' + \frac{\phi_n^{(j-1)}(z)}{\phi_n^{(j)}(z)}.
\]

(6)

Using a similar argument as in the proof of the previous theorem, the first statement follows. The second statement is a straightforward consequence of \( \lim_{n \to \infty} (\phi_n^{(j)}(z)/\phi_n^{(j)}(z)) = 0 \) and Proposition 2.2.

The following result was proved in [6] using a different method, and has been generalized for rectifiable curves in [2]. We show here another proof of the same result.

**Proposition 2.4** If \( \mu \in \mathcal{N} \), then uniformly in \( \mathbb{C} \setminus \overline{D} \),

\[
\lim_{n \to \infty} \frac{K_n^{(k,j)}(z, \zeta)}{\phi_n^{(k)}(z) \phi_n^{(j)}(\zeta)} = \frac{1}{z \zeta - 1}, \quad k, j = 0, 1, \ldots
\]
Proof. From the Christoffel–Darboux formula, we obtain
\[
\phi_n^*(z)\overline{\phi_n^*(\xi)} - \phi_n(z)\overline{\phi_n^*(\xi)} = (1 - z\bar{\xi})K_{n-1}^{(0,j)}(z, \xi) - jzK_{n-1}^{(0,j-1)}(z, \xi),
\]
and, as a consequence,
\[
\phi_n^{*(k)}(z)\overline{\phi_n^{*(j)}(\xi)} - \phi_n^{(k)}(z)\overline{\phi_n^{(j)}(\xi)} = (1 - z\bar{\xi})K_{n-1}^{(k,j)}(z, \xi) - k\bar{z}K_{n-1}^{(k,1,j)}(z, \xi)
- j[zK_{n-1}^{(k,1,j-1)}(z, \xi) + kK_{n-1}^{(k,1,j-1)}(z, \xi)].
\]
Thus, dividing by \(\phi_n^{(k)}(z)\overline{\phi_n^{(j)}(\xi)}\) and using the previous corollary when \(n\) tends to infinity, the result follows.

Remark 1. Note that
\[
\lim_{n \to \infty} \frac{K_{n-1}^{(j,j)}(\alpha, \alpha)}{|\phi_n^{(j)}(\alpha)|^2} = \frac{1}{|\alpha|^2 - 1}, \quad |\alpha| > 1, \ j = 1, 2, \ldots
\]
Let \(\psi_n(z)\) be the \(n\)th degree orthonormal polynomials with respect to the Christoffel transform of a measure \(d\mu\), given by \(d\mu_1 = |z - \alpha|^2 d\mu\). Let us denote by \(K_n(z, \alpha)\) its associated reproducing kernel. Then [5]
\[
(z - \alpha)\psi_{n-1}(z) = \sqrt{\frac{K_{n-1}(\alpha, \alpha)}{K_n(\alpha, \alpha)}} \left(\phi_n(z) - \frac{\phi_n(\alpha)}{K_{n-1}(\alpha, \alpha)}K_{n-1}(z, \alpha)\right).
\]
Furthermore, using the last expression, we obtain the following:

Lemma 2.5
\[
(z - \alpha)(y - \alpha)K_{n-1}(z, y) = K_n(z, y) - \frac{K_n(z, \alpha)K_n(y, \alpha)}{K_n(\alpha, \alpha)}.
\]

Proof. Let us denote by \(\mathbb{P}_n\) the linear space of polynomials with complex coefficients of degree at most \(n\). The system \(\{(z - \alpha)\psi_k(z) : k = 0, 1, \ldots, n - 1\} \cup \{K_n(z, \alpha)\}\) is an orthogonal basis of \(\mathbb{P}_n(d\mu)\). This means that in \(L^2(d\mu_1)\) we have \(\mathbb{P}_n = (z - \alpha)\mathbb{P}_{n-1} \oplus \perp\) span \((K_n(z, \alpha))\). Taking into account that for a fixed \(\zeta\)
\[
(z - y)(\bar{\zeta} - y)K_{n-1}(z, y) - K_n(z, y) \in \mathbb{P}_n,
\]
from (8), we obtain
\[
(z - \alpha)(y - \alpha)K_{n-1}(z, y) - K_n(z, y) = \sum_{k=0}^{n-1} \lambda_{n,k}(z - \alpha)\psi_k(z) + \lambda_{n,n}K_n(z, \alpha).
\]
From the reproducing property of the kernel polynomial, for \(k < n\), we obtain
\[
\lambda_{n,k} = \int_{\mathbb{T}} (z - \alpha)(y - \alpha)K_{n-1}(z, y)(z - \alpha)\psi_k(z) d\mu - \int_{\mathbb{T}} K_n(z, y)(z - \alpha)\psi_k(z) d\mu
= \int_{\mathbb{T}} (y - \alpha)K_{n-1}(z, y)\psi_k(z) d\mu_1 - (y - \alpha)\psi_k(y)
= (y - \alpha)\psi_k(y) - (y - \alpha)\psi_k(y) = 0.
\]
On the other hand, if \(z = \alpha\) in (9), then \(\lambda_{n,n} = -K_n(y, \alpha)/K_n(\alpha, \alpha)\) and the result follows.
Using the previous lemma, we can give a new proof for the following result [14].

**Proposition 2.6** If \( \mu \in \mathcal{N} \) and \( \alpha \in \mathbb{T} \), then \( \lim_{n \to \infty} |\phi_n^{(j)}(\alpha)|^2 / K_n^{(j)}(\alpha, \alpha) = 0 \) for \( j = 0, 1, \ldots \)

**Proof** Taking derivatives of order \( n \) in (7), we obtain

\[
(z - \alpha) \psi_n^{(j)}(z) + j \psi_n^{(j-1)}(z) = \sqrt{K_n^{-1}(\alpha, \alpha)} \left( \phi_n^{(j)}(z) - \frac{\phi_n(\alpha)}{K_n^{-1}(\alpha, \alpha)} K_n^{(j, 0)}(\alpha, \alpha) \right). \tag{10}
\]

On the other hand, from (8)

\[
(z - \alpha)(y - \alpha) K_n^{(j, 0)}(z, y) + j(z - \alpha) K_n^{(j-1, 0)}(z, y) + j(y - \alpha) K_n^{(j-1, 0)}(z, y) + j^2 K_n^{(j-1, 1)}(z, y)
\]

Evaluating the above expression in \( z = \alpha \) and \( y = \alpha \), we get

\[
j^2 K_n^{(j-1, 1)}(\alpha, \alpha) = K_n^{(j, 0)}(\alpha, \alpha) - \frac{|K_n^{(j, 0)}(\alpha, \alpha)|^2}{K_n^{-1}(\alpha, \alpha)} \leq K_n^{(j, 0)}(\alpha, \alpha).
\]

The evaluation of (10) at \( z = \alpha \) yield

\[
\frac{|\psi_n^{(j-1)}(\alpha)|^2}{j K_n^{(j-1, 1)}(\alpha, \alpha)} \geq K_n^{-1}(\alpha, \alpha) \frac{|\phi_n^{(j)}(\alpha) - (\phi_n(\alpha)/K_n^{-1}(\alpha, \alpha)) K_n^{(j, 0)}(\alpha, \alpha)|^2}{K_n^{(j, 0)}(\alpha, \alpha)}. \tag{11}
\]

Under the assumptions of the theorem, \( \lim_{n \to \infty} (|\phi_n(\alpha)|^2 / K_n^{-1}(\alpha, \alpha)) = 0 \). Thus, \( \lim_{n \to \infty} (K_n^{-1}(\alpha, \alpha)/K_n(\alpha, \alpha)) = 1 \). Furthermore, using the Cauchy–Schwarz inequality, we obtain \( |K_n^{(j, 0)}(\alpha, \alpha)|^2 \leq K_n^{(j, 0)}(\alpha, \alpha) K_n^{-1}(\alpha, \alpha) \) and, therefore,

\[
\frac{|\phi_n(\alpha)|}{K_n^{-1}(\alpha, \alpha)} \leq \frac{|\phi_n^{(j)}(\alpha)|}{\sqrt{K_n^{(j, 0)}(\alpha, \alpha)}}.
\]

Note that the right-hand side of the previous inequality vanishes when \( n \) tends to infinity, so the limit of the left-hand side also vanishes. Thus, taking limits in (11) when \( n \) tends to infinity, we obtain

\[
\lim_{n \to \infty} \frac{|\psi_n^{(j-1)}(\alpha)|^2}{j K_n^{(j-1, 1)}(\alpha, \alpha)} \geq \lim_{n \to \infty} \frac{|\phi_n^{(j)}(\alpha)|^2}{K_n^{(j, 0)}(\alpha, \alpha)}.
\]

On the other hand (see [10]), if \( \mu \in \mathcal{N} \), then \( \mu \in \mathcal{N} \), and thus \( \lim_{n \to \infty} (|\psi_n(\alpha)|^2 / K_n^{-1}(\alpha, \alpha)) = 0 \). Setting \( j = 1 \) in the previous inequality, we obtain \( \lim_{n \to \infty} (|\phi_n^{(1)}(\alpha)|^2 / K_n^{(1, 1)}(\alpha, \alpha)) = 0 \). The result follows by induction.

**Lemma 2.7** If \( \mu \in \mathcal{S} \), then, uniformly in \( \mathbb{C} \setminus \mathbb{D} \),

\[
\lim_{n \to \infty} \frac{\phi_n^{(j)}(z)}{n(n-1) \cdots (n-j+1)z^{n-j}} = \frac{D(z)}{(1-z)^{n-j}}, \quad j = 0, 1, \ldots
\]

**Proof** Taking \( p(z) = \phi_n(z) \) and \( q(z) = z^n \) in Lemma 2.1, the result follows.
3. Relations between orthonormal families

Now, we turn our attention to the study of the Sobolev inner product (3). Let us denote by \( \{\varphi_n\}_{n \geq 0} \) its corresponding sequence of orthonormal polynomials. The following result states the relation between the sequences \( \{\varphi_n\}_{n \geq 0} \) and \( \{\phi_n\}_{n \geq 0} \).

**Proposition 3.1** Let \( \phi_0(z) = \alpha_n z^n + \cdots \) and \( \phi_n(z) = \beta_n z^n + \cdots \) with \( \alpha_n, \beta_n > 0 \). Then, \( \{\varphi_n\}_{n \geq 0} \) is the sequence of polynomials orthonormal with respect to (3) if and only if

\[
\varphi_n(z) = \frac{\beta_n}{\alpha_n} \varphi_n(z) - \lambda \varphi_n^{(j)}(\alpha) K_{n-1}^{(0,j)}(\alpha, \alpha), \quad j = 0, 1, \ldots,
\]

with

\[
\frac{\beta_n}{\alpha_n} = \sqrt{\frac{1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha)}{1 + \lambda K_n^{(j,j)}(\alpha, \alpha)}} \quad \text{and} \quad \varphi_n^{(j)}(\alpha) = \frac{\varphi_n^{(j)}(\alpha)}{\sqrt{(1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha))(1 + \lambda K_n^{(j,j)}(\alpha, \alpha))}}.
\]

**Proof** Assume that \( \{\varphi_n\}_{n \geq 0} \) is the sequence of polynomials orthonormal with respect to (3). The Fourier expansion of \( \varphi_n(z) \) in terms of the orthonormal basis \( \{\phi_n\}_{n \geq 0} \) is

\[
\varphi_n(z) = \sum_{k=0}^{n} \lambda_{n,k} \phi_k(z),
\]

where the coefficients \( \lambda_{n,k} \) are given

\[
\lambda_{n,k} = \langle \varphi_n(z), \phi_k(z) \rangle = -\lambda \varphi_n^{(j)}(\alpha) \varphi_k^{(j)}(\alpha) = -\lambda \varphi_n^{(j)}(\alpha) \varphi_k^{(j)}(\alpha),
\]

if \( 0 \leq k \leq n - 1 \). If \( k = n \), we can compare the leading coefficients to find that \( \lambda_{n,n} = \beta_n/\alpha_n \), and (12) follows. From (14), we also obtain

\[
\int_{\partial \mathbb{D}} |\varphi_n(z)|^2 d\mu(z) = \sum_{k=0}^{n} |\lambda_{n,k}|^2 = \left( \frac{\beta_n}{\alpha_n} \right)^2 + \lambda^2 |\varphi_n^{(j)}(\alpha)|^2 K_{n-1}^{(0,j)}(\alpha, \alpha).
\]

On the other hand,

\[
\int_{\partial \mathbb{D}} |\varphi_n(z)|^2 d\mu(z) = 1 - \lambda |\varphi_n^{(j)}(\alpha)|^2.
\]

Using (16) and (17), we obtain

\[
|\varphi_n^{(j)}(\alpha)|^2 = \frac{1 - (\beta_n/\alpha_n)^2}{\lambda (1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha))}.
\]

Another way to obtain the expression for \( \varphi_n^{(j)}(\alpha) \) is to take derivatives in (12) and evaluate at \( z = \alpha \). In such a way that

\[
\varphi_n^{(j)}(\alpha) = \frac{(\beta_n/\alpha_n) \varphi_n^{(j)}(\alpha)}{1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha)}.
\]

Thus, (18) and (19) yield

\[
\left( \frac{\beta_n}{\alpha_n} \right)^2 = \frac{1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha)}{1 + \lambda K_n^{(j,j)}(\alpha, \alpha)},
\]

which is the first equation in (13). Inserting it either in (18) or in (19), we obtain the second equation in (13).
Conversely, define \( \{\varphi_n\}_{n \geq 0} \) as in (12). To show the orthogonality, let \( k < n \) and put

\[
\langle \varphi_n(z), \varphi_k(z) \rangle_s = \left( \frac{\beta_n}{\alpha_n} \phi_n(z) - \lambda \varphi_n^{(j)}(\alpha) K_{n-1}^{(j)}(z, \alpha), \varphi_k(\varphi) \right)_\mu + \lambda \varphi_n^{(j)}(\alpha) \bar{\varphi}_k^{(j)}(\alpha)
\]

\[
= -\lambda \varphi_n^{(j)}(\alpha) \bar{\varphi}_k^{(j)}(\alpha) + \lambda \varphi_n^{(j)}(\alpha) \varphi_k^{(j)}(\alpha) = 0.
\]

On the other hand,

\[
\langle \varphi_n(z), \varphi_n(z) \rangle_s = \left( \frac{\beta_n}{\alpha_n} \phi_n(z), \varphi_n(z) \right)_\mu - \lambda \varphi_n^{(j)}(\alpha) (K_{n-1}^{(j)}(z, \alpha), \varphi_n(z))_\mu + \lambda \varphi_n^{(j)}(\alpha) \varphi_n^{(j)}(\alpha)
\]

\[
= \frac{\beta_n^2}{\alpha_n^2} + \lambda^2 K_{n-1}^{(j)}(\alpha, \alpha) |\varphi_n^{(j)}(\alpha)|^2 + \lambda |\varphi_n^{(j)}(\alpha)|^2 = 1.
\]

Now, let \( \{\tilde{c}_{m,n}\}_{m,n \geq 0} \), with \( c_{m,n} = c_{m-n} = \int_T z^{m-n} d\mu(z) \), be the sequence of moments associated with \( \mu \) and let \( T = (c_{m,n})_{m,n \geq 0} \) be its corresponding Gram matrix, which is a Toeplitz matrix. If \( \{\tilde{c}_{m,n}\}_{m,n \geq 0} \) are the moments associated with (3), then \( \tilde{c}_{m,n} = c_{m-n} \) for \( m < j \) or \( n < j \). On the other hand, if \( m, n \geq j \), then we have

\[
\tilde{c}_{m,n} = c_{m-n} + \lambda \frac{m!}{(m-j)!} \alpha^{m-j} \frac{n!}{(n-j)!} \alpha^{n-j}.
\]

Note that when \( |\alpha| = 1 \), the previous expression becomes

\[
\tilde{c}_{m,n} = c_{m-n} + \lambda \frac{m!}{(m-j)!} \frac{n!}{(n-j)!} \alpha^{m-n}.
\]

It is straightforward to deduce that \( \tilde{T} = (\tilde{c}_{m,n})_{m,n \geq 0} \), the infinite moment matrix associated with (3), can be expressed as

\[
\tilde{T} = T + \lambda \mathbf{Z} D\alpha D\alpha^T (\mathbf{Z}^t)^j,
\]

where \( \mathbf{Z} \) is the shift matrix with 1’s on the first lower-diagonal and 0’s on the remaining entries, \( \mathbf{Z}^t \) is its transpose, \( D_j = \text{diag} \{j!/0!, (j+1)!/1!, (j+2)!/2!, \ldots\} \), and \( D\alpha \) is the Toeplitz matrix

\[
D\alpha = \begin{pmatrix}
1 & \tilde{\alpha} & \tilde{\alpha}^2 & \ldots \\
\alpha & 1 & \tilde{\alpha} & \ldots \\
\tilde{\alpha}^2 & \alpha & 1 & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

In other words, \( \tilde{T} \) is a perturbation of \( T \) consisting on the addition of a shifted \( \alpha \)-dependent Toeplitz matrix. If \( |\alpha| \neq 1 \), then

\[
\tilde{T} = T + \lambda \mathbf{Z} \mathbf{V}_\alpha (\mathbf{Z}^t)^j,
\]

where \( \mathbf{V}_\alpha = (j!/0!, (j+1)!/1!\tilde{\alpha}^1, (j+2)!/2!\tilde{\alpha}^2, \ldots) \).

4. Asymptotics

4.1. Relative asymptotics

4.1.1. Case \( \alpha \in \mathbb{C} \setminus \overline{\mathbb{D}} \)

The following lemma gives necessary conditions for \( \mu \) to belong to the \( \mathcal{N} \) class in terms of the limit of the ratio of the leading coefficients of \( \{\varphi_n\}_{n \geq 0} \) and \( \{\phi_n\}_{n \geq 0} \).
Lemma 4.1 Let $\alpha \in \mathbb{C}\backslash \mathbb{D}$. If $\mu \in \mathcal{N}$, then $\lim_{n \to \infty} \frac{\beta_n}{\alpha_n} = 1/|\alpha|$.

Proof Assume $\mu \in \mathcal{N}$. Using (13) and Proposition 5,

$$\lim_{n \to \infty} \frac{\beta_n^2}{\alpha_n^2} = \lim_{n \to \infty} \frac{1 + \lambda K_{n-1}^{(j)}(\alpha, \alpha)}{1 + \lambda K_{n}^{(j)}(\alpha, \alpha)} = \lim_{n \to \infty} \frac{|\phi_{n}^{(j)}(\alpha)|^2}{|\phi_{n-1}^{(j)}(\alpha)|^2} = \frac{1}{|\alpha|^2},$$

and the lemma is proved. ■

As a straightforward consequence, we have the following:

Corollary 4.2 If $\mu \in \mathcal{N}, \Psi_n = \phi_n / \beta_n$ and $\alpha \in \mathbb{C}\backslash \mathbb{D}$, then $\lim_{n \to \infty} (\|\Psi_n\|_S / \|\Phi_n\|_\mu) = |\alpha|$.

Using the previous lemma, we will prove the relative asymptotics on $\mathbb{C}\backslash \mathbb{D}$.

Proposition 4.3 If $\mu \in \mathcal{N}$ and $\alpha \in \mathbb{C}\backslash \mathbb{D}$, then

$$\lim_{n \to \infty} \left( \frac{\phi_{n}^{(k)}}{\phi_{n}^{(k)}}(z) \right) = \frac{\bar{\alpha}(z - \alpha)}{|\alpha|(|\alpha| - 1)}, \quad k = 0, 1, \ldots$$

uniformly for $z$ on every compact subset of $\mathbb{C}\backslash \mathbb{D}$.

Proof From (12), we have

$$\frac{\phi_{n}^{(k)}}{\phi_{n}^{(k)}}(z) = \frac{\beta_n}{\alpha_n} - \lambda \frac{\phi_{n}^{(j)}(\alpha)\phi_{n}^{(j)}(\alpha)}{\phi_{n}^{(k)}(\alpha)\phi_{n}^{(j)}(\alpha)} \frac{K_{n-1}^{(j)}(z, \alpha)}{\phi_{n}^{(k)}(\xi)\phi_{n}^{(j)}(\alpha)}.\quad (21)$$

In Proposition 7, we proved that

$$\lim_{n \to \infty} \frac{K_{n-1}^{(j)}(z, \alpha)}{\phi_{n}^{(k)}(\xi)\phi_{n}^{(j)}(\alpha)} = \frac{1}{z\bar{\alpha} - 1},\quad (22)$$

and using (19) we obtain

$$\lim_{n \to \infty} \lambda \frac{\phi_{n}^{(j)}(\alpha)\phi_{n}^{(j)}(\alpha)}{\phi_{n}^{(k)}(\xi)\phi_{n}^{(j)}(\alpha)} = \left( |\alpha| - \frac{1}{|\alpha|} \right).\quad (23)$$

The outer relative asymptotics (20) follows letting $n$ tends to infinity in (21), using Lemma 4.1, (22) and (23). ■

Remark 2 Note that the two previous results are special cases of Theorem 2 in [6].

4.1.2. Case $\alpha \in \mathbb{T}$

To obtain the previous relative asymptotics for $\alpha \in \mathbb{T}$, we need the following:

Lemma 4.4 If $\mu \in \mathcal{N}$ and $\alpha \in \mathbb{T}$, then $\lim_{n \to \infty} (\beta_n / \alpha_n) = 1$. 
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Proof Note that
\[
\frac{\lambda|\phi_n^{(j)}(\alpha)|^2}{1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha)} = 1 - \frac{1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha)}{1 + \lambda K_n^{(j,j)}(\alpha, \alpha)}.
\] (24)

Since
\[
0 \leq \frac{\lambda|\phi_n^{(j)}(\alpha)|^2}{1 + \lambda K_{n-1}^{(j,j)}(\alpha, \alpha)} \leq \frac{|\phi_n^{(j)}(\alpha)|^2}{K_n^{(j,j)}(\alpha, \alpha)},
\]
then taking limit when \(n\) tends to infinity in (24) and using Proposition 10, the result follows. ■

**Proposition 4.5** If \(\mu \in \mathcal{N}\) and \(\alpha \in \mathbb{T}\), then
\[
\lim_{n \to \infty} \left( \frac{\varphi_n^{(k)}}{\phi_n^{(k)}} \right)(z) = 1, \quad k = 0, 1 \ldots
\] (25)
uniformly in compact subsets of \(\mathbb{C} \setminus \overline{\mathbb{D}}\).

Proof Since \(K_{n-1}^{(k,k)}(z,z)/|\phi_n^{(k)}(z)|^2\) is bounded, the Cauchy–Schwarz inequality yields \(|K_{n-1}^{(k,k)}(\alpha,z)|^2 \leq K_{n-1}^{(k,k)}(\alpha,\alpha)K_{n-1}^{(j,j)}(z,z)\) and, thus,
\[
\frac{|K_{n-1}^{(k,j)}(\alpha,z)|^2}{|\phi_n^{(k)}(\alpha)|^2|\phi_n^{(j)}(z)|^2} \leq C \frac{K_{n-1}^{(j,j)}(\alpha,\alpha)}{|\phi_n^{(j)}(\alpha)|^2}.
\]

Taking limit when \(n\) tends to infinity in the previous inequality, we obtain
\[
\lim_{n \to \infty} \frac{|K_{n-1}^{(k,j)}(\alpha,z)|^2}{|\phi_n^{(k)}(\alpha)|^2|\phi_n^{(j)}(z)|^2} = 0.
\]
On the other hand, \(\lim_{n \to \infty} \varphi_n^{(j)}(\alpha)\phi_n^{(j)}(\alpha) = 0\). Therefore, using (21), \(\lim_{n \to \infty}(\varphi_n^{(k)}/\phi_n^{(k)})(z) = \lim_{n \to \infty}(\beta_n/\alpha_n)\) and the result follows. ■

**Proposition 4.6** Let \(\mu \in \mathcal{N}\) and \(\alpha \in \mathbb{T}\). If \(C_1 \leq |\phi_n(\alpha)| \leq C_2\) with \(C_1, C_2 > 0, n \geq 0,\) and
\[
\lim_{n \to \infty} \frac{|(\phi_n^{(i)})^{(i)}(\alpha)|}{n^i} = 0, \quad i = 1, 2, \ldots
\] (26)
Then,
\[
D_1 \leq \liminf_{n \to \infty} \frac{|(\varphi_n^{(i)})^{(i)}(z)|}{n} \leq \limsup_{n \to \infty} \frac{|(\varphi_n^{(i)})^{(i)}(z)|}{n} \leq D_2.
\]
Proof Using (3.1) and (13), we have
\[
\frac{\alpha_n}{\beta_n} \phi_n(z) = \phi_n(z) - \lambda \frac{\alpha_n}{\beta_n} \phi_n^{(j)}(\alpha) K_{n-1}^{(0,j)}(z, \alpha)
\]
\[
= \phi_n(z) - \frac{\lambda \phi_n^{(j)}(\alpha)}{\beta_n} K_{n-1}^{(0,j)}(z, \alpha)
\]
\[
= \phi_n(z) - \frac{\lambda \phi_n^{(j)}(\alpha)}{1 + K_{n-1}^{(j,j)}(\alpha, \alpha)} K_{n-1}^{(0,j)}(z, \alpha).
\]

Applying in the previous equality the reversed operator \(*\) and taking \(i\) derivatives, we obtain
\[
r_n(\phi_n^*)^{(i)}(z) = (\phi_n^*)^{(i)}(z) - \frac{\lambda \phi_n^{(j)}(\alpha)}{1 + K_{n-1}^{(j,j)}(\alpha, \alpha)} \sum_{k=0}^{n-1} (z^{-k} \phi_k^*(z))^{(i)} \phi_k^{(j)}(\alpha).
\]

According to the Leibniz rule, we obtain
\[
r_n(\phi_n^*)^{(i)}(z) = (\phi_n^*)^{(i)}(z) + \sum_{l=0}^{i} a_l(z, \alpha),
\]
where
\[
a_l(z, \alpha) = -\frac{\lambda \phi_n^{(j)}(\alpha)}{1 + K_{n-1}^{(j,j)}(\alpha, \alpha)} \sum_{k=0}^{n-1} \frac{i!}{l!(i-l)!} \frac{(n-k)!}{(n-k-l+1)!} z^{-k-1} (\phi_k^*)^{(i-l)}(z) \phi_k^{(j)}(\alpha).
\]

Using (26), we obtain
\[
\frac{\lambda C_1}{1 + n\lambda C_2^2} \leq \frac{\lambda |\phi_n^{(j)}(\alpha)|}{1 + K_{n-1}^{(j,j)}(\alpha, \alpha)} \leq \frac{\lambda C_2}{1 + n\lambda C_1^2},
\]
(27)

Therefore, from (27), for \(l < i\), we have
\[
\frac{|a_l(\alpha, \alpha)|}{n^l} \leq \frac{k\lambda C_2^2}{n^l(1 + n\lambda C_1^2)} \frac{l!}{l!(i-l)!} \frac{(n-k)!}{(n-k-l+1)!} \sum_{k=0}^{n-1} \frac{|(\phi_k^*)^{(i-l)}(\alpha)|}{k},
\]
and thus
\[
\lim_{n \to \infty} \frac{|a_l(\alpha, \alpha)|}{n^l} = 0.
\]

On the other hand, for \(i = l\), we have
\[
C_2^2 \sum_{k=0}^{n-1} k! \frac{(n-k)!}{(n-k-l+1)!} \leq \sum_{k=0}^{n-1} \frac{(n-k)!}{(n-k-l+1)!} |\phi_k^*(\alpha)\phi_k^{(j)}(\alpha)| \leq C_2^2 u \sum_{k=0}^{n-1} k! \frac{(n-k)!}{(n-k-l+1)!},
\]

Thus,
\[
D_1 \leq \lim \inf_{n \to \infty} \frac{|a_l(\alpha, \alpha)|}{n^l} \leq \lim \sup_{n \to \infty} \frac{|a_l(\alpha, \alpha)|}{n^l} \leq D_2,
\]
and since
\[
\lim \sup_{n \to \infty} \frac{|(\phi_n^*)^{(i)}(z)|}{n^l} \leq \lim \sup_{n \to \infty} \frac{|a_l(\alpha, \alpha)|}{n^l},
\]
the result follows.

Corollary 4.7 \(\{\phi_n\}_{n \geq 0}\) does not have normal derivative behaviour.
4.1.3. Case $\alpha \in \mathbb{D}$

If $\mu \in \mathcal{N}$, the behaviour of the sequence $\beta_n/\alpha_n$ with $\alpha \in \mathbb{D}$ should tend to infinity. For this reason, we will consider in this subsection $\mu \in \mathcal{S}$.

Lemma 4.8 If $\mu \in \mathcal{S}$ and $\alpha \in \mathbb{D}$, then $\lim_{n \to \infty}(\beta_n/\alpha_n) = 1$.

Proof It is a straightforward consequence of (13). □

4.2. Inner strong asymptotic

4.2.1. Case $\alpha \in \mathbb{C}\setminus\mathbb{D}$

Proposition 4.9 If $\mu \in \mathcal{S}$ and $\alpha \in \mathbb{C}\setminus\mathbb{D}$, then

$$\lim_{n \to \infty} \frac{\varphi_n^{(k)}(z)}{n^k z^n} = D \left( \frac{1}{z} \right) \lim_{n \to \infty} \left( \frac{\varphi_n^{(k)}}{\phi_n^{(k)}}(z) \right),$$

uniformly for $z$ on every compact subset of $\mathbb{C}\setminus(\mathbb{D} \cup \{\alpha\})$.

Proof For $k, j = 0, 1, \ldots, n$ and $\alpha$, we have

$$K_n^{(k,j)}(z, \alpha) = \frac{\partial^j}{\partial \zeta^j} \frac{\partial^k}{\partial z^k} \left( \frac{\varphi_n^*(z) \varphi_n^*(\zeta) - \Phi_n(z) \Phi_n(\zeta)}{1 - z \zeta} \right) = \sum_{l=0}^{k} \sum_{r=0}^{j} C_k^l C_j^r \frac{\partial^{j-r}}{\partial \zeta^{j-r}} \frac{\partial^{k-l}}{\partial z^{k-l}} \left( \frac{\varphi_n^{*(l)}(z) \varphi_n^{*(r)}(\zeta) - \varphi_n^{(l)}(z) \varphi_n^{(r)}(\zeta)}{1 - z \zeta} \right).$$

Therefore,

$$\frac{K_n^{(k,j)}(z, \alpha)}{z^n \phi_n^{(j)}(\alpha)} = \sum_{l=0}^{k} \sum_{r=0}^{j} C_k^l C_j^r \frac{\partial^{j-r}}{\partial \zeta^{j-r}} \frac{\partial^{k-l}}{\partial z^{k-l}} \left( \frac{\varphi_n^{*(l)}(z) \varphi_n^{*(r)}(\alpha) - \varphi_n^{(l)}(z) \varphi_n^{(r)}(\alpha)}{z^n \phi_n^{(j)}(\alpha) - z^n \phi_n^{(j)}(\alpha)} \right),$$

and the result follows using Lemma 13, Proposition 14, (12) and (23). □

5. Zeros

In this section, we analyse the behaviour of the zeros of the orthogonal polynomials with respect to (3), when $\lambda$ tends to infinity, for $j = 0$ (Uvarov’s case) and $j = 1$. Denote by $\Psi_n$, $\Phi_n(z, d\mu_1)$, and $\Phi_n(z, d\mu_2)$ the $n$th monic orthogonal polynomial with respect to (3), $d\mu_1$ and $d\mu_2$, respectively, where $d\mu_2 = |z - \alpha|^4 d\mu$, i.e. the product of two Christoffel transformations of $d\mu$. Note that the
monic expressions of (3.1) and (7) are, respectively,

\[ \Psi_n(z) = \Phi_n(z) - \frac{\lambda \Phi_n'(\alpha)}{1 + \lambda K_{n-1}^{(1)}(\alpha, \alpha)} K_{n-1}^{(0)}(z, \alpha), \tag{28} \]

\[ (z - \alpha) \Phi_{n-1}(z, d \mu_1) = \Phi_n(z) - \frac{\Phi_n(\alpha)}{K_{n-1}(\alpha, \alpha)} K_{n-1}(z, \alpha). \tag{29} \]

Now, if \( j = 0 \), using the last two equations, we obtain

\[ \Psi_n(z) = \frac{1}{\lambda K_{n-1}(\alpha, \alpha)} \Phi_n(z) + \frac{\lambda K_{n-1}(\alpha, \alpha)}{1 + \lambda K_{n-1}(\alpha, \alpha)} (z - \alpha) \Phi_{n-1}(z, d \mu_1). \]

Thus,

\[ \lim_{\lambda \to \infty} \Psi_n(z) = (z - \alpha) \Phi_{n-1}(z, d \mu_1). \]

This means that, for a fixed \( n \) and \( \lambda \to \infty \), \( n - 1 \) zeros of \( \Psi_n \) tend to the zeros of \( \Phi_{n-1}(z, d \mu_1) \), and the remaining zero tends to \( z = \alpha \). Note that this is the scalar case of Theorem 4.6 in [10].

On the other hand, for the monic polynomials orthogonal with respect to \( d \mu_2 \), we have (see [10])

\[ (z - \alpha)^2 \Phi_{n-2}(z, d \mu_2) = \frac{1}{\Delta_{1,1}} \begin{vmatrix} \Phi_n(z) & K_{n-1}(z, \alpha) & K_{n-1}^{(0)}(z, \alpha) \\ \Phi_n(\alpha) & K_{n-1}(\alpha, \alpha) & K_{n-1}^{(0)}(\alpha, \alpha) \\ \Phi_n'(\alpha) & K_{n-1}'(\alpha, \alpha) & K_{n-1}'^{(0)}(\alpha, \alpha) \end{vmatrix}, \tag{30} \]

where \( \Delta_{1,j}, j = 1, 2, 3 \), denotes the minor of the \( 1,j \) entry of the above \( 3 \times 3 \) matrix. Thus,

\[ K_{n-1}^{(0)}(z, \alpha) = \frac{\Delta_{1,1}}{\Delta_{1,3}} \left[ (z - \alpha)^2 \Phi_{n-2}(z, d \mu_2) - \Phi_n(z) \right] + \frac{\Delta_{1,2}}{\Delta_{1,3}} K_{n-1}(z, \alpha), \]

and, from (29),

\[ K_{n-1}(z, \alpha) = \frac{K_{n-1}(\alpha, \alpha)}{\Phi_n(\alpha)} (\Phi_n(z) - (z - \alpha) \Phi_{n-1}(z, d \mu_1)). \]

Therefore, if \( j = 1 \), then using the last two equations, (28) becomes

\[ \Psi_n(z) = \begin{bmatrix} \Phi_n(z) \\ \Phi_n(\alpha) \\ \Phi_n'(\alpha) \end{bmatrix} \begin{bmatrix} \Delta_{1,1} & \Delta_{1,2} & \Delta_{1,3} \\ \Delta_{1,2} & K_{n-1}(\alpha, \alpha) & K_{n-1}^{(0)}(\alpha, \alpha) \\ \Delta_{1,3} & K_{n-1}'(\alpha, \alpha) & K_{n-1}'^{(0)}(\alpha, \alpha) \end{bmatrix} \begin{bmatrix} \Delta_{1,1} \\ \Delta_{1,2} \\ \Delta_{1,3} \end{bmatrix} \Phi_n(z) 
+ \frac{\lambda \Phi_n'(\alpha)}{1 + \lambda K_{n-1}^{(1)}(\alpha, \alpha)} \frac{\Delta_{1,2}}{\Delta_{1,3}} (z - \alpha) \Phi_{n-1}(z, d \mu_1) 
- \frac{\lambda \Phi_n'(\alpha)}{1 + \lambda K_{n-1}^{(1)}(\alpha, \alpha)} \frac{\Delta_{1,1}}{\Delta_{1,3}} (z - \alpha)^2 \Phi_{n-2}(z, d \mu_2). \]

Simplifying and taking limit when \( \lambda \to \infty \),

\[ \lim_{\lambda \to \infty} \Psi_n(z) = \frac{\Delta_{1,2}}{K_{n-1}^{(1)}(\alpha, \alpha) \Phi_n(\alpha)} \Phi_n(z) + \frac{\Phi_n'(\alpha) K_{n-1}(\alpha, \alpha) \Delta_{1,2}}{\Phi_n(\alpha) K_{n-1}^{(1)}(\alpha, \alpha) \Delta_{1,3}} (z - \alpha) \Phi_{n-1}(z, d \mu_1) 
- \frac{\Phi_n'(\alpha) \Delta_{1,1}}{K_{n-1}^{(1)}(\alpha, \alpha) \Delta_{1,3}} (z - \alpha)^2 \Phi_{n-2}(z, d \mu_2), \]

and, as a consequence, the zeros of \( \Psi_n(z) \) tend to the zeros of a linear combination of \( \Phi_n(z) \), \( (z - \alpha) \Phi_{n-1}(z, d \mu_1) \) and \( (z - \alpha)^2 \Phi_{n-2}(z, d \mu_2) \) when \( \lambda \to \infty \).
Remark 3  Note that, according to Theorem 4.6 in [10], $n-2$ zeros of the polynomial $\Psi_n$ orthogonal with respect to the Sobolev inner product

$$(f, g)_{S_1} := \int_T f(z) \overline{g(z)} \, d\mu(z) + \lambda_0 f(\alpha) \overline{g(\alpha)} + \lambda_1 f'(\alpha) \overline{g'(\alpha)}, \quad \alpha \in \mathbb{C}, \quad \lambda \in \mathbb{R}^+ \setminus \{0\}, \quad j \in \mathbb{N},$$

tend to the zeros of the polynomial orthogonal $\Phi_{n-2}(x, d\mu_2)$ when both $\lambda_0$ and $\lambda_1$ tend to $\infty$ and the other two zeros of $\Psi_n$ tend to $\alpha$. This is not the case for the orthogonal polynomials with respect to (3), as we have just proved.

5.1. Examples

We show some basic examples to exhibit the behaviour of the zeros of the orthogonal polynomials associated with perturbations of the form (3) for two special examples of probability measures on the unit circle: the Lebesgue and Bernstein–Szegő measures. Note that, in contrast with the real line case [4], there is not a well-developed theory on the unit circle. For the first one, it is very
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Figure 1. Lebesgue case, $n = 30, j = 2, \alpha = 0.05 + 0.05i$. 
well known that its corresponding monic orthogonal polynomial sequence is \( \phi_n(z) = z^n, \quad n \geq 0. \)

Thus, \( \phi_n^{(j)}(\alpha) = (n!/(n-j)!)(n-j)^{-j}, \)

\[
K_{n-1}^{(0,j)}(z, \alpha) = \sum_{k=j}^{n-1} \frac{k!}{(k-j)!} z^k \alpha^{k-j}, \quad K_n^{(j,j)}(\alpha, \alpha) = \sum_{k=j}^{n} \left( \frac{k!}{(k-j)!} \right)^2 |\alpha|^{2(k-j)},
\]

and we can calculate explicitly \( \{\phi_n\}_{n\geq0} \) from (12). We obtained some numerical estimates about the behaviour of the zeros of \( \phi_n \) when \( \lambda \) varies. Figure 1 shows the zeros of \( \phi_{30} \) for fixed values of \( n, j \) and \( \alpha \) and different values of \( \lambda \). For \( \lambda \geq 10 \), the zeros have almost no variation. Thus, for fixed \( n, j \) and \( \alpha \), the zeros of \( \phi_n \) converge to the zeros of a fixed polynomial when \( \lambda \) tends to infinity.

For the Bernstein–Szegő measure, we have \( \phi_n(z) = z^{n-1}(z - \bar{b}), \quad n \geq 1, \) where \( |b| < 1 \) is the parameter of the measure. Thus, we obtain

\[
\phi_n^{(j)}(\alpha) = \frac{n!}{(n-j)!} \alpha^{n-j} - \bar{b} \frac{(n-1)!}{(n-j-1)!} \alpha^{n-j-1},
\]

\[\text{Figure 2. Bernstein–Szegő case, } n = 30, \ j = 2, \ \alpha = 0.25 + 0.25i, \ \beta = 0.5 - 0.5i.\]
\[ K_{n-1}^{(0,j)}(z, \alpha) = \sum_{k=j}^{n-1} \left( z^k - \tilde{b} z^{k-1} \right) \left( \frac{k!}{(k-j)!} \bar{\alpha}^{k-j} - \tilde{b} \frac{(k-1)!}{(k-j-1)!} \bar{\alpha}^{k-j-1} \right), \]

\[ K_{n}^{(j,j)}(\alpha, \alpha) = \sum_{k=j}^{n} \left| \frac{k!}{(k-j)!} \bar{\alpha}^{k-j} - \tilde{b} \frac{(k-1)!}{(k-j-1)!} \bar{\alpha}^{k-j-1} \right|^2, \]

and, again, we obtain the expression of \( \varphi_n(z) \) using (12). We performed a similar numerical analysis of the zeros of \( \varphi_n \) as a function of \( \lambda \) as in the Lebesgue case. Figure 2 shows the behaviour of the zeros of \( \varphi_{30} \) for fixed \( j, \alpha \) and \( \beta \).

For a general measure, the behaviour of the zeros of the polynomials orthogonal with respect to (3) as a function of \( \lambda \) constitutes an interesting open problem.
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